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Abstract— Face recognition systems have grown in popularity 
worldwide due to technological advancements. The use of a sketch 
to identify a suspect is one of the most common approaches in the 
field of forensic science when it comes to the application of face 
recognition algorithms. The difficulties arise when no image 
capture sources are available. Without an image, it becomes 
challenging for the police to identify the suspect. In forensic 
sciences, the identification of face sketch is used when the 
eyewitness of the crime scene is asked to recall the structures and 
features of the suspected person, and then the forensic artist will 
generate a sketch based on the verbal description provided from 
the eyewitness. Matching these sketches to the corresponding 
photo is a difficult task. Even though the sketches contain all of the 
necessary information about the suspect face's spatial topology 
and geometric details, it is still difficult for manual face 
recognition to identify and match sketch representations to the 
corresponding photo. Therefore, an automatic matching method 
is needed to identify a suspect accurately. This study perform a 
systematic literature review (SLR) that focuses on discussing of 
three major aspects of the face sketch recognition system which 
are the available face sketch database, the recent technique used 
sketch-photo matching and the contribution of the Generative 
Adversarial Network (GAN) in face sketch recognition. In this 
study, 35 different research papers published between 2011 and 
2021 are studied and analysed. From this SLR, compared to other 
methods, GAN had been found to be a great technique for solving 
a wide variety of general facial recognition problems and also face 
synthesis. 
 

Index Terms—Systematic review, face sketch recognition, deep 
learning, Generative Advesarial Network (GAN) 

I. INTRODUCTION 
ACE sketch recognition is the process of matching a given 
face sketch image to a face photo from a large dataset. Face 

sketch recognition is a technique commonly used in criminal 
investigations. Face matching is a complicated process due to 
the fact that it is obtained from a variety of sources and under a 

variety of conditions [1].  
   Progress in biometric technology has provided law 
enforcement agency with additional tools for identifying 
criminals. In addition to DNA evidence and circumstantial 
evidence, if a latent fingerprint is discovered at an investigative 
scene or if a surveillance camera captures an image of a 
suspect's face, these cues may assist in determining the 
criminal's identity through automated biometric identification 
[2]. However, difficulties arise when no image capture sources 
are available. Without an image, it becomes extremely difficult 
for the police to identify the suspect [1]. 

Many crimes occur when none of this information is 
available, but an eyewitness explanation of the crime is. In 
situations like these, it is common for the forensic artist to join 
efforts in conjunction with the victim to produce  a sketch of the 
suspect's face based on the witness's description.. After the 
sketch image of the suspect is done, it is will distributed to law 
enforcement officers and media outlets, hoping that someone 
knows who the suspect is [2]. Previously, face sketch 
recognition was done manually by a human observer, which is 
a process that takes a lot of time and whose accuracy can be 
affected by the level of human expertise. Fortunately, the 
technology nowadays could automatically perform the face 
sketch recognition systems, which could reduce a lot of 
processing time, reduce error-prone, and increase the accuracy. 
The face sketch recognition system begins with artists manually 
drawing a sketch, which is then matched with the photos in the 
database to determine the most similar image to the sketch and 
thus identify the person.  

The accuracy of face sketch recognition is affected by 
various factors, including the artists' skills, the matching 
algorithm, and the types of sketches. The sketches could be 
divided into three categories which are viewed sketch, semi-
forensic sketch and forensic sketch [3]. Related to the fact that 
the study of face sketch recognition has triggered a lot of 
interest, with a large number of face recognition solutions 
being used in a variety of applications such as in automobile 
security, access control, immigration, education, retail, and 
healthcare. Indeed, according to information obtained from the 
scientific indexing service Scopus, the field of research 
concerned with face sketch recognition has shown a rising level 
of publication activity from 2011 to 2022, as illustrated in 
Figure 1. 
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Fig. 1. Count of published studies of face sketch recognition indexed by 

Scopus from 2011 to 2021. Search string: “Face sketch recognition” 
 

There is a need for secondary studies in this context as new 
investigations and proposals for original methods (primary 
studies) emerge. These studies are used to identify scientific 
gaps and propose taxonomies based on the technical 
characteristics of preliminary studies. For example, in [4], 
Kokila et al. presents a study and analysis of the various 
techniques that have been used for face sketch recognition, as 
well as the classification of some aspects such as acquisition 
technologies, face sketch types, databases, and also feature 
extraction techniques. In this study various difficulties 
encountered from the past studies during the matching process 
had been highlighted. 

 However, Akram et al. [5] had perform a comprehensive 
comparative study on the representative face sketch synthesis 
methods. The methods could be classified into two categories 
which are data-driven and model-driven.  As mention in this 
study the model-driven methods explicitly learn the mapping 
from face photos to face sketches.  Recently, Nikkath et al [6] 
conduct a survey on the most advanced Artificial Intelligence 
technique for digitally ascertaining a criminal through a facial 
recognition system. In this study, the most recent advancement 
in artificial intelligence is converting a forensic sketch into a 
real photo using the Deep Convolutional Generative 
Adversarial Network (DCGAN), which allowed the police to 
digitally ascertain the criminal's identity. 

The past study provides an updated review of face sketch 
recognition research. By concentrating on elements that have 
received little attention in secondary studies, such as statistics 
in this domain, it helps other researchers understand the current 
state of the field's publications. In contrast, our contributions 
lies into three major categories which are identifying the types 
of datasets used in the face sketch recognition, characterization 
and description of the most frequent techniques used in recent 
face sketch recognition studies, and the contribution of 
Generative adversarial networks (GANs) in face sketch 
recognition. Providing a detailed description of those aspects is 
intended to guide newcomer researchers in the face sketch 
recognition field while also drawing attention to weaknesses 
that the community in future research should address. This 
study was conducted as a Systematic Literature Review (SLR). 

II. PROCESS OF SYSTEMATIC REVIEW   
An SLR helps identify, select, and critically evaluate the 

research to answer a particular question [7]. The systematic 
review should follow a protocol or plan with clearly stated 
criteria before start the study. It is a comprehensive, transparent 
search of multiple databases and grey literature that other 
researchers can replicate. It requires developing a well-planned 
search strategy with a specific focus or answering a specific 
question. The review specifies the categories of data that were 
gathered, analyzed, and reported within predetermined 
timeframes. The review needs to include the limits, search 
terms, and search strategies (like database names, platforms, 
and search dates) [8]. Figure 2 shows the activities performed 
at each stage of the systematic review process employed in this 
study, including planning, conducting, and reporting. This 
section provides a detailed description of the outcomes of the 
planning and execution-phase activities. 

 
Fig. 2. Systematic literature review process 

A. Research Objective and Question 
The primary goal of the SLR reported in this study is to 

investigate the methods that have been established for face 
sketch recognition from 2011 to 2021, focusing on three major 
aspects which are identifying the types of datasets used in the 
face sketch recognition, characterization and description of the 
most common techniques used in recent face sketch recognition 
studies, and the contribution of GANs in face sketch 
recognition face.In order to illustrate both methodological and 
technical aspects, this study will focus on the factors that are 
related to the research questions, which are covered in more 
detail in the following section. The following research 
questions have also been established to serve as the basis for 
this review, in addition to the research objective: 

• Q1 – What is the available database for face sketch 
recognition? 

• Q2 – What are the most frequently used technique 
in face sketch recognition based on past study from 
2011 to 2021? 

• Q3 – What is the contribution of GANs in recent 
face sketch recognition system? 
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B. Automated and Manual Search  
In order to conduct this study, four platform databases were 

used which are Google Scholar, IEEE, Scopus and Web of 
Sciences (WoS). All the database selected is well-known 
databases that index significant journals and conference papers 
in the fields of science and technology, as well as based on the 
authors' analysis of preliminary investigation results. The 
search was conducted in April 2022 and was limited to studies 
around 10 years ago that were published between 2011 to 2021, 
including those available via "early access" in the databases. 
The language used was only English, and the search string used 
for each search tool is "face sketch recognition". 

For conducting a manual search for primary studies, we 
consulted the references lists of recent secondary studies on the 
topic of "facial sketch recognition system". The manual search 
is not intended to be exhaustive but rather complementary, 
allowing researchers to incorporate potentially relevant studies 
that were not found through a specific search string. This is 
because it is anticipated that a significant number of primary 
studies will be retrieved from bibliographic databases through 
automated searches. In order to accomplish this, the surveys 
from the previos study had been selected as sources of manual 
search that were made available in 2021 and included face 
sketch recognition in the discussion. 

C. Selection Criteria 
Following the automated and manual searches, a manual 

selection of the necessary documents is carried out in two stages 
which are  preliminary selection and the final selection. The 
purpose of the preliminary selection is to cut down the number 
of documents that must be read in the full text which is only 
specific parts of the documents are evaluated and the documents 
that are accepted will be through a second round of evaluation 
by reading in the full text. In order to reduce the bias, two 
distinct sets of selection criteria have been defined, which are 
inclusion and exclusion criteria. 

• Inclusion criteria:  
- Papers from 2011 to 2021 
- Only journal and conference paper that discuss 

the face sketch recognition system. 
• Exclusion criteria 

- Non-journal and non-conference articles 
- Study is not available in full-text 
- Study not available in English 
- Duplicate study from different database 
- Study does not mention the dataset that had 

been used. 

D. Search and Selection Result 
In this part, there are three main stages for the search and 

selection result of this systematic literature review which are 
preliminary selection, duplicate removal and final selection. For 
the preliminary document selection process, the document had 
been obtained from four database which are Google Scholar, 
IEEE, Scopus and Web of Science. During this stage, the titles 
and abstracts of the 319 documents that had been obtained from  
four databases had been read. Next, In the duplicate removal 

stage, duplicates are expected to be obtained. For example, the 
database in Scopus has a duplicate document in Web of 
Science, meaning one paper exists into 4 databases and since 
there is also an overlap between documents that are indexed in 
each database and those that are listed as references of papers 
that were chosen as sources for the manual search. After 
removing duplicates there were remained a total of 79 
documents. Consequently, a total of 35 documents were 
accepted for the final selection, each of which was evaluated by 
reading its full text, and Fig. 3 illustrates the summary search 
and selection procedures. 

 
Fig. 3. Summary of the documents’ search and selection procedures 

III. FACE SKETCH DATABASE 
In this section, the publicly available database containing 

face sketches with their corresponding photo that are widely 
used in the reviewed paper will be discussed. In 2017 Kokila et 
al. [4] had conduct a study and analysis of various techniques 
to match sketches to Mugshot photos, in this study the Autor 
had provided the information about the available face sketch 
database that had been used in the literature review, however 
this study is focusing more on the technique that had been used 
in the past study and based on the table 1 in [4], our study will 
elaborate and discuss more about the available face sketch 
database based on the past study from 2011 to 2021. 

 The face sketch recognition system begins with artists 
drawing a face sketch, which is then compared to various 
photos in the database to determine the image that is the closest 
match to the sketch and thus helps identify the person. Face 
sketch recognition accuracy is affected by various factors, 
including the artists' skills, the matching algorithm, and the type 
of sketches. Sketches can be classified into three types which 
are viewed sketches, semi-forensic sketches, and forensic 
sketches [3].  

For the viewed sketches, the artist can either look at a photo 
of the subject or directly at the subject when creating the sketch. 
As a result, these sketches contain a great deal of information 
about the original subject, which leads to improved accuracy. 
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However, for the semi-forensic sketch method, the artist is 
allowed to view a picture of the subject for a brief period of time 
and then be asked to draw the corresponding sketch of the photo 
from his memory. This method of sketches is also used in 
academic research, it includes the memory component and is 
considered more relevant to real-world challenges than viewed 
sketches [9]. Next, forensic sketches are drawn by the artist 
based on the explanation provided by an eyewitness. These are 
real-life examples obtained primarily from law enforcement 
agencies (and therefore, very few image sets are available for 
research purposes). The most challenging problem is 
recognising forensic sketches because the eyewitness may have 
only seen a face for a brief moment, usually in a stressful 
situation, and sketch formation depends on the eyewitness's 
description and the sketch artist's expertise [9]. 

According to the SLR, the IIIT-D database contains all three 
types of sketches which are viewed, semi-forensic sketches, and 
forensic sketches. The IIIT-D Viewed Sketch Database is 
comprised of 238 sketch-digital image pairs that were created 
by a professional sketch artist using digital images gathered 
from various sources. The sketches in the IIIT-Delhi Semi-
forensic Sketch Database were created using the artists' 
memories rather than eyewitness descriptions and a sketch artist 
also draws the forensic sketches for the Forensic Sketch 
Database based on the description of an eyewitness and their 
recollection of the crime scene. However, the IIIT-D database 
is no longer available, and for the past ten years, only one 
researcher has used this database to perform a study of face 
sketch recognition. 

From the SLR, most of the study for face sketch synthesis 
and recognition uses the Chinese University of Hong Kong 
(CUHK) Face Sketch database (CUFS). It contains 188 faces 
from CUHK student database, 123 faces from the AR database 
and 295 faces from the XM2VTS database. There are a total of 
606 faces. The type of sketches from this database is in viewed 
sketches categories because an artist has created this sketch 
based on a photo taken in a frontal pose and with a neutral 
expression. Other than that, CUHK also provides a large dataset 
that consists 1194 of face sketches that are also be creating 
using the viewed method, and this dataset has been known as 
CUHK Face Sketch FERET Database (CUFSF) [10].  

On the other hand, there is also a study of face sketch 
recognition using software-generated sketches that can be 
accessed from the E-PRIP database. The E-PRIP has 123 pairs 
of composite sketches and photos made from the AR Face 
dataset's photos. The composite sketches were divided into four 
groups created with a different subject. One set was created by 
an American artist using the FACES software, two sets by 
Asian artists using both the FACES and Identi-Kit tools, and 
one set by an Indian artist using the FACES software [10]. 

Based on the SLR, in order to measure the face sketch 
recognition system performance more accurately, nine group of 
researchers which are [15], [21], [25], [26], [35], [37], [38], 
[39], [40]  use the forensic sketches types for their dataset that 
can be accessed from Pattern Recognition and Image 
Processing Hand-Drawn Composite (PRIP-HDC) database. 
PRIP-HDC database is very different from other public-domain 

sketch databases, like CUHK's, which are drawn by looking at 
a picture. These hand-drawn composites are drawn according to 
the eyewitness or victim description, and the release of this 
dataset contains 47 pairs of hand-drawn composites-mugshot 
pairs. However, UoM-SGFS also provides forensic sketch types 
but uses a software-generated method containing 300 subjects 
in the Color-FERET database, which were created using the 
EFIT-V software. A qualified forensic scientist trained the 
operator of the EFIT-V from the Malta Police Force to ensure 
that real-world practices were followed in the creation of the 
UoM-SGFS database. Based on the SLR, there are five group 
of the researchers are using the UoM-SGFS database in their 
study while only four group of researchers had been used the 
PRIP-HDC database in their study. Table 1 below shows the 
types of the database used in the past study based on the SLR. 

 
TABLE I 

TYPES OF DATABASES USED IN PAST STUDY BASED ON SLR 
Database Type of 

sketch 
Method of 

sketch 
Used in 

 
CUFS 

CUHK Viewed Hand-
drawn 

 
[2] [11] ][13] [14] 
[15] [16] [17] [18] 
[19] [20] [21] [22] 
[23] [24] [25] [26] 
[27] [28] [29] [30] 

AR 
Database 

Viewed Hand-
drawn 

XM2VTS Viewed Hand-
drawn 

CUFSF Viewed Hand-
drawn 

[11] [14] [31] [32] 
[18] [20] [23] [33] 
[26] [27]  

E-PRIP Viewed Software-
generated 

[9] [34] [35] [25] 
[26] [36] 

 
IIITD 

Viewed Hand-
drawn 

 
[27] 

Semi 
forensic 

Hand-
drawn 

Forensic Hand-
drawn 

PRIP-HDC Forensic Hand-
drawn 

[15] [37] [38] [21] 

UoM-SGFS Forensic Software-
generated 

[35] [39] [40] [25] 
[26] 

 

A. Discussion of face sketch database 
Based on the SLR, there are five types of databases that had 

been used in the past study of face sketch recognition from 2011 
to 2021 which are CUFS, CUFS, E-PRIP, IITD, UoM-SGFS 
and PRIP-HDC.  Sketches can be classified into three types 
which are viewed sketches, semi-forensic sketches, and 
forensic sketches [3]. From the table 1, IITD databased is 
consist all three types of sketches which are viewed, semi-
forensic and forensic. Other than that, CUFS, CUFS, and E-
PRIP databases consist of viewed sketches, while PRIP-HDC 
and UoM-SGFS consist of forensic sketches. 

 The method used to generate the sketches is divided into two 
categories which are hand-drawn and software generated. 
CUFS, CUFSF, IIITD and PRIP-HDC databases used the hand-
drawn method, while E-PRIP and UoM-SGFS used a software-
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generated method to produce the sketches. Figure 4 below 
shows the graph of the database that had been used in the past 
study based on the SLR. The graph shows that most of the 
researchers used the viewed sketches database from CUFS, 
CUFSF and E-PRIP compared to the forensic and semi forensic 
sketches database. This is because the forensic sketches 
database (PRIP-HDC and UoM-SGFS) and semi forensic 
sketches (IIITD) has fewer sketches than the viewed sketches 
from CUFS, CUFSF and E-PRIP database, and most of the 
studies required a large number of the dataset to achieve a high-
performance accuracy. 

 
Fig.4. Graph of the database types used in past study based on SLR 

IV. FACE SKETCH RECOGNITION TECHNIQUES 

A. Hand-Crafted Features 

Generally, face sketch recognition techniques can be 
categorized as either component-based or holistic-based 
techniques. The eyes, nose, and mouth are some of the facial 
features from the sketch  that can be extracted using component-
based approaches, which are primarily designed for this 
purpose. Then the sketch is matched by comparing its 
components to the photo in the database. However, the Holistic-
based approaches are concerned with incorporating the entire 
face region into the recognition process. Tang and Wang [41] 
had performed early work on methods based on a holistic 
approach. In this paper, Eigen transformation was 
implemented, and the reported results indicate that this method 
had achieved a 71% recognition accuracy using the CUHK 
database. In addition to the low recognition rate reported, this 
study required a large number of training samples.  

The further work for face sketch recognition is by using 
Local Binary Patterns (LBP), which had been discussed in [11], 
[14], [17]. In 2012, Kiani et al. [11] performed a study based on 
the LBP method by using the Local Radon Binary Pattern 
(LRBP). The reported results indicate that LRBP outperforms 

previous LBP-based face descriptors in recognising face 
sketches using CUFS and CUFSF datasets. To improve the 
system accuracy by using the same dataset, Alex et al. [14], had 
developed the Local difference of the gaussian binary pattern  
(LDoGBP). The proposed method provides a higher 
recognition rate despite having a very low computational 
complexity, proving that LDoGBP performs better than most 
LBP-based descriptors with the accuracy achieved 100% at 
rank 5 for the CUFS database and 98.9% for the CUFS database 
at rank 10. 

Other than that, further work was performed by using  
Histogram oriented gradient (HOG), which had been used in 
[13], [31], [40].  In 2012 Galoogahi et al. [13] had performed a 
study using Histogram of Averaged Oriented Gradients 
(HAOG), by developing a new face descriptor based on 
gradient orientations, this study is focusing on reducing the 
modality difference during the feature extraction stage. As 
mention in this study, HAOG is different from the Histogram 
oriented gradient (HOG). This is because HOG is computed 
entirely on images with both fine and coarse textures, but 
HAOG is only extracted from coarse textures, which are less 
sensitive to differences in modality. In 2020, Xu et al.[40] 
developed a face sketch recognition algorithm based on high-
level semantic attributes and multi-scale HOG features. In this 
study, the structure and detail features are represented by the 
global HOG features of the face and the local HOG features of 
each face component. The candidate matching list at the score 
level is created by combining the contour and detail features. 
The proposed method achieves rank 10 identification accuracy 
of 86.6 and 96.7 percent, respectively, when tested on the PRIP-
VSGC and UoM-SGFS databases.. 

Next, another researcher used a scale-invariant feature 
transform (SIFT) method for face sketch recognition which had 
been discussed in [2] [15], [17], [42]. In 2011, Brendan et al. 
[2] proposed a study that describes a reliable method for 
matching composite sketches to large mug shot (image) 
databases kept by law enforcement agencies. This paper 
presented a framework that had been called local feature-based 
discriminant analysis (LFDA). In LFDA, SIFT and Multiscale 
Local Binary Pattern (MLBP) descriptors on each patch. For 
minimum distance matching, multiple discriminant projections 
are applied to partitioned vectors of the feature-based 
representation. Both viewed and composite sketches are used in 
this study. For viewed sketch matching, the CUHK dataset is 
used. A total of 159 composite sketches are matched against 
10,159 mugs shot images in the gallery. The size of the target 
gallery is reduced during the recognition process by using race 
and gender information to improve the matching performance. 
This study shows that the proposed framework achieves 
cutting-edge accuracy when matching viewed sketches. 

Next in 2016, Aziz et al. [15] conducted a study using SIFT 
feature and Euclidean distance in the face recognition process 
on CUHK viewed-sketch and PRIP-HDC forensic sketch 
database. The accuracy of this study was achieved 96% using 
the CUHK dataset, and for PRIP-HDC dataset showed 
improvement in the recognition performance from 34% to 57% 
at rank 50.  
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Tharwat et al. [17] conducted a study to compare the LBP 
and SURF methods in the face sketch recognition system. In 
this study, a Minimum distance and Support Vector Machine 
(SVM) classifiers are used to match the features of an unknown 
sketch with photos. The reported result indicates that the SIFT 
algorithm achieved a better recognition task performance than 
the LBP algorithm. However, In 2017, Kokila et al. [42].  had 
proposed a study on a novel feature-based approach for 
comparing sketches and mugshot photos by combining the 
SIFT features extraction with Speed Up Robust Features 
(SURF) algorithms, and the resulting features are matched 
using the nearest neighbour algorithm. The accuracy 
performance of this study was archived 95.45% at rank 50. 

B. Learned Features 
Deep Learning is being used to solve difficult problems in 

digital image processing, for example, image colourization, 
classification, segmentation and detection. With the help of big 
data and abundant computing resources, deep learning methods 
such as Convolutional Neural Networks have improved 
prediction performance while also testing the bounds of what 
was previously possible. By using deep learning, unsolvable 
problems in digital image processing are now being solved with 
superhuman precision [43]. Deep learning techniques are now 
frequently used to replace traditional techniques, especially in 
face recognition and classification tasks. Deep learning 
approaches have been utilized to address the problem in sketch-
photo recognition by learning the relationship between the two 
modalities of the sketch and photo..  

However, from the standpoint of deep learning, the sketch 
recognition problem is more difficult than the traditional face 
recognition problem. This is due to the diversity of sketch and 
photo modalities, as well as the limited availability of large 
databases to avoid over-fitting and local minima. Most datasets, 
for instance, only contain one sketch per subject, making it 
extremely difficult for a deep model to learn robust features 
[37]. Because of that, many deep techniques employ shallow 
models or train the network exclusively on the photo modality 
[9]. The researchers in [9], [20], [25], [26], [27], [28], [29], [32], 
[35], [36],  [37], [38], [39] had been conducted a study on facial 
sketch recognition using deep learning approach. 

One of the first methods that used deep learning for face 
sketch recognition was proposed in [9], Mittal et al. develop a 
novel algorithm for matching composite sketches with 
photographs, which combines transfer learning with deep 
learning representation in order to achieve a good result. In the 
proposed algorithm of this study, the deep learning architecture-
based facial representation is first learned from a large face 
database of photos, and then the representation is updated from 
a small problem-specific training database. In this study, the 
autoencoder and Deep Belief Network (DBN) were used to 
reduce the obtain dimensionality representation used for 
recognition. Next, in 2017, Galea et al. [37] conducted a study 
using deep learning for forensic sketch recognition. The 
proposed method was found to be effective for actual forensic 
sketches. The result reported that this proposed method could 
reduce the error rate by 80.7% for viewed sketches and lowers 

the mean retrieval rank by 32.5% for real-world forensic 
sketches. 

Other than that, the further work was done by Patil et al. [38] 
this study used Multiscale Local Binary Patterns (MLBP), 
Tchebichef Moments, and Multiscale Circular Weber Local 
Descriptor (MCWLD) to extract texture features. Principal 
Component Analysis (PCA) was used to fuse the extracted 
features, and Deep Convolutional Neural Network (DCNN) 
was used to recognize the face. This study demonstrates that 
multiple feature extraction methods can reduce complexity and 
improve precisionIn this study, the system accuracy was 
archived 97% by using the PRIP-HDC dataset. Next, Wan et al. 
[20] conducted a study on feature representation for face sketch 
recognition using the VGG-Face network. This study becomes 
the first research that transforms the gallery photos into 
sketches to decrease the modality difference, and this method 
outperforms others on multiple face photo-sketch datasets. 

However, Mendez et al. [39] perform a study that used a local 
deep learning approch for the recognition of composite face 
sketch images. The structures and features from intermediate 
layers of deep learning models that have already been trained 
are extracted using a component-based approach, and LDA 
metric learning is applied to improve the discrimination 
between different types of sketches when compared to real 
photographs. In this study, two deep models were proposed 
which are DEEPS had been used to train for sketch recognition, 
and ResNet-Dlib had been used trained for face recognition. 
This study was performed using UoM-SGFS and PRIP-VSGC 
datasets, and it was discovered that the proposal based on local 
features from the ResNet-Dlib model achieves the highest 
recognition rates in general.  

Other than that, the researchers in [35], [26] and [29] have 
conducted a study on face sketch recognition using Siamese 
Network. The Siamese neural network is consists of two or 
more identical subnetworks. A configuration with the same 
parameters and weights is referred to as identical in this context. 
Neural networks based on Siamese neural networks are 
commonly used in tasks that require the comparison of two 
similar items. A pair of inputs are needed for a Siamese neural 
network to learn the distance margin, such as a positive pair of 
similar or nearly similar images and a negative pair of 
dissimilar images. It is difficult to build a robust model from a 
single sample when the image has a lot of variations. 

In 2019, Fan et al. [35] conducted a study on face sketch 
recognition using the Siamese Convolution Network (SCNN). 
But, due to the used of extracted features that cannot eliminated 
the effect of different image modalities, these methods cannot 
achieve a higher recognition rate for all face sketch datasets. To 
improve the system accuracy, the same researcher [26] 
conducted a study using Siamese Graph Convolution Network 
(SGCN) for face sketch recognition. This study reported that 
SGCN could perform well on some face photo-sketch datasets. 
The model performance of this study based on the graph 
structure representation of the data using the SGCN is more 
stable than an SCNN model. However, in 2021, Sabri et al [29] 
performed a study using SCNN and evaluated system 
performance with four different activation functions. The 
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reported result of this study shows that the sigmoid activation 
function had achieved an accuracy of 100% as early as 300 
learning iterations for 10-way one-shot learning using the 
CUHK dataset. 

C. Discussion of Face Sketch Recognition Techniques 
From the SLR, the rank-based method had been used in 

evaluated the system performance of the study. For example, 
using Cumulative Match Curve (CMC). CMC will perform a 
cumulative measurement across the ranks to determine the 
percentage of correct identification. The accuracy in rank-1 
simply refers to the percentage of correct matches that are made 
solely on the basis of the shortest distance, which is similar to 
the retrieval rate. The retrieval rate of the correct match during 
the first k smallest distances is given by rank-k accuracy. For 
example, if the rank-k percentage is 100%, which indicates that 
the method used in the study is capable of shortlisting face 
candidates without an error. 

In this SLR, 35 selected papers were divided into two 
categories based on the study's technique. Figure 5 shows the 
graph of face recognition techniques that have been used from 
2011 to 2021. From the graph, 19 studies had used the hand-
crafted features for the face sketch recognition system, while 
the other 16 studies used the learned features approach. The 
number of papers using the hand-crafted features is higher 
compared to the learned features. This is because learned 
features, especially deep learning is a new study approach and 
started popular in face sketch recognition system in 2015. 

But recently, learned features methods have replaced 
traditional techniques based on hand-engineered features, 
which provided the higher accuracy compared to traditional 
method. Due to the substantial gains in system accuracy over 
other approaches, deep learning-based become a standard 
approach in face recognition system. In addition, it is simple to 
scale up these systems to achieve even higher accuracy by 
increasing the size of the training datasets or the network 
capacity.  

However, there has been limited use of deep learning for face 
sketch recognition. The sketch is restricted and limited due to 
privacy concerns and the time-consuming human labeling 
efforts involved in sketch creation. Deep neural networks have 
a difficult time detecting robust features in images because 
there is only one sketch per subject in the available face sketch 
database. In addition, there is generally only one sketch per 
subject in the available face sketch database, making it 
challenging for a deep neural network to identify the image's 
robust features. 

Lately with the development of deep learning, GAN has been 
introduced widely. GAN are algorithmic architectures that 
employ two neural networks, pitting one against the other to 
generate new, synthetic data instances that can pass for actual 
data. They are generally used in generating images, videos, and 
voices. In image generating, GAN could produce a great 
outcome, even having a less number of images per subject. This 
is because, from the SLR, GAN could generate new faces or 
new identity by using the dataset that consist one image per 
person or subject such as CUHK dataset. In past 10 years, three 

group of researchers have used GAN in face sketch synthesis 
and recognition. This is due to the GAN was utilised to enhance 
images by concentrating on realistic textures rather than pixel 
accuracy, which resulted in higher image quality when viewed 
at high magnification. Thus, using the images generated from 
GAN could help increase the accuracy of the face sketch 
recognition system. 

 
Fig. 5. Graph of face sketch recognition technique that had been used in past 

study from 2011 to 2021 

V. GENERATIVE ADVERSARIAL NETWORKS (GAN) 
IN FACE SKETCH RECOGNITION 

In 2014, Goodfellow et al. introduced GANs, which consist 
of a generative model and a discriminative model jointly trained 
in an adversarial way [44]. The generative model generates data 
with a distribution similar to the training data, whereas the 
discriminative model estimates the probability that a sample 
comes from the training data as opposed to the generative 
model. In general, both models are multilayer perceptrons, and 
their abilities are poor at the start of training. The competition 
between the two models improves their abilities, allowing the 
generative model to generate data with a similar distribution to 
the training data. GANs produce impressive outcomes without 
requiring a complicated procedure.  

In 2018, with the advancement of deep learning, GAN 
became popular in generating high-quality realistic photos from 
sketches and sketches from photos. GAN-based techniques 
have demonstrated outstanding performance on image-to-
image translation problems and, in particular, photo-to-sketch 
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synthesis. Yu et al. [33] proposed a conditional CycleGAN to 
generate a pseudo image. This study specifically designed a 
feature-level loss to induce the network to produce high-
resolution and high-quality pseudo photos. Moreover, by 
combining the advantages of CycleGAN and conditional 
GANs, the synthetic images were suitable for face recognition 
against an image gallery. 

Next, Wang et al. [23] proposed a Photo-Sketch Synthesis 
utilizing Multi-Adversarial Networks (PS2-MAN). This novel 
synthesis framework generates low-resolution to high-
resolution images in an adversarial style using an iterative 
process. The hidden layers of the generator are supervised to 
produce lower-resolution images. Then the network is refined 
to produce higher-resolution images. In addition, since photo 
sketch synthesis is a paired translation problem, this study use 
the CycleGAN framework to leverage the pair information. In 
this study, image quality evaluation and photo-sketch matching 
were conducted to demonstrate that the proposed framework 
outperforms the existing state-of-the-art method. 

In contrast, Sannidhan et al. conducted research on the 
generation of face sketches using generative adversarial 
networks. This study emphasized the use of a conditional 
Generative Adversarial Network (cGAN) to generate color 
photo images from facial sketches, allowing for efficient 
classification while avoiding cross-domain problems in sketch 
identification. The quality of the sketches used to train the 
adversarial network determines the accuracy of the image 
generated by GAN. So, in order to improve the training process, 
this study proposed combining two different deep learning 
systems which are a trained convolution neural network is used 
for sketch generation, and a conditional generative adversarial 
network's pix2pix model is used for colour photogeneration. 
The result of this study shows that the quality of photos 
generated from trained CNN sketches is better compared to the 
actual sketches in the dataset. 

A. Discussion of GAN in Face Sketch Recognition 
GAN-based methods have significantly improved image 

synthesis based on SLR, but they do not explicitly consider the 
purpose of recognition. GANs have gained popularity and made 
significant progress in image-to-image translation tasks in 
recent years. The discriminator in a typical GAN model 
determines whether the inputs are real or fake. Simultaneously, 
the generator learns to generate sharper and more realistic 
samples that are impossible to distinguish from actual samples. 
For example, the Pix2Pix model employs conditional GAN to 
perform supervised image style translation, and CycleGAN 
preserves key attributes between the input and translated 
images using cycle consistency loss to reduce the difficulty of 
obtaining image pairs. 

However, when applied to the face photo and sketch 
synthesis task, all of these frameworks can only learn the 
relationships between two domains, with the discriminator 
focusing solely on the differences between the photos and 
sketches and disregarding any optimization for recognition. In 
order to solve these problems, each face image must contain its 
identity-specific information. Therefore, Zhiwu et al. [45] 

conducted a study on state-of-the-art image-to-image 
translation networks (Cycle-Consistent Adversarial Networks) 
of the image to video/video to image translation context using 
an image-video translation model and an identity preservation 
model. These concepts also can be applied for the photo to 
sketch/sketch to photo translation by supervising the 
relationship between the real target and the fake image with two 
recognition networks. Other than that, GAN also could generate 
photos directly from the verbal description [46]. This could help 
reduce the time consuming of the artist's sketching style in 
producing the sketches and reduce the transformation loss, 
which could lead to better recognition accuracy. 

VI. CONCLUSION 
This study is conducting a systematic review of 

implementation of face sketch recognition research between 
2011 and 2021. The core objective of the SLR is to answer three 
research questions addressing the subject from three main 
aspects of face sketch recognition studies which are identifying 
the types of datasets used in the face sketch recognition, the 
techniques used in face sketch recognition studies from 2011 to 
2021, and the contribution of GANs in face sketch recognition. 
The research is limited to articles published in journals and 
conferences paper that proposes a study of face sketch 
recognition system. In order to select the research papers that 
are able to provide answers to the research questions, a 
methodical and careful filtration strategy has been applied.The 
face sketch recognition accuracy is affected by various factors, 
including the artists' skills, the matching algorithm, and the type 
of sketches. Based on the systematic review, deep learning-
based techniques have emerged as a new trend in face sketch 
recognition. The transformation process of deep learning-based 
approaches is fast and has a better performance compared to the 
traditional learning-based approaches. However, it required a 
large dataset for training progress to avoid overfitting, and the 
sketch images also usually lack facial details, which could lead 
to serious noise effects. In order to address the challenges 
mentioned earlier, more future work needs to be presented for 
the face sketch recognition system approach based on a 
generative adversarial learning framework, this is because 
GAN had become more popular and commonly  used to solve 
a wide range of general facial recognition problems such as face 
synthesis, cross-age recognition, poseinvariant face 
recognition, video-based and makeup-invariant face 
recognition, and more. 
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