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Abstract—In this paper, job classification is viewed as a process 
to classify or to recommend jobs to the graduates according to the 
criteria set. The purpose of this study is to compare three feature 
selection techniques on the graduates’ data to determine the 
relevant features in the job classification process for graduates. 
The experiment included three different feature selection 
techniques which are Analysis of Variance (ANOVA), Chi-
squared test, and Recursive Feature Elimination (RFE). The 
dataset used for the experiment covered 12 graduates’ feature that 
are needed to be tested to determine the impact of each graduates’ 
feature on the result. The final feature ranking was listed for each 
of the feature selection techniques used and two common features 
among the rank lists had been found out as important features that 
affect job classification among graduates. 
 

Index Terms—ANOVA, Chi-squared test, Classification, RFE, 
graduates’ data  

I. INTRODUCTION 
OB classification serves a big area to be studied for. Hence, 
it has attracted many researchers to further study about it. 

There are studies with several specific purposes conducted 
under this research area, among them are to predict the best fit 
candidate for a job [1], to recommend jobs to the candidates [2], 
to predict graduates’ job placement according to their study’s 
performance [3], etc. To achieve their own potential, it is 
important for the employers to have people with the right 
competences who can fit their culture [4]. Today’s 
organizations are looking for the employees which not just has 
the basic academic knowledge but also has the ability to link 
their skills set and the needs of the respective job [5]. Thus, the 
hiring process play an important role in recruiting the right 
employees for the suitable job positions. Not only the 
candidates need to be classified according to their skills and 
background course, but the jobs need to be classified 
accordingly too. 

Fresh graduates’ unemployability rate issue should not be 
neglected because it will affect the future of a country. Graduate 
recruitment is different from other contexts in that most of the 
graduates lack in job-related experience [6]. Other factor such 

as the preference from the recruiters to recruit the older workers 
as the long-term investment of the company because the senior 
workers tend not to quit the job also can contribute towards the 
unemployability rate [7]. In Malaysia, the statistic shows that 
the unemployability for the fresh graduates in 2019 reached up 
to 170,300 graduates which is 5.5% more than previous year 
which is 161,300 graduates [8]. It is important for the 
authorities to lessen down the number of the unemployability 
rate among the fresh graduates to ensure the country’s future 
economic plan will not be affected. Therefore, job classification 
with specifically focusing on the graduate could be a good 
alternative and better approach in matching graduate with their 
job. 

From a certain point of view, the ‘job classification’ term can 
also be interpreted as a ‘job recommender’. Where the main 
idea is to classify certain group of jobs’ candidates according to 
the feature requirements and recommend jobs that match their 
features. The recommender systems are being used to figure out 
the interested feature for a certain user by employing a variety 
of information resources that is related to the users and features 
[9]. It was also found that recruiting the appropriate person is a 
challenge faced by most companies, as well as the 
unavailability of certain candidates in some skill areas has long 
been identified as a major obstacle to companies success [10]. 
Thus, by furthering the study in this area, it will contribute 
towards the idea to solve the major problem faced by the 
companies by recommending the most suitable candidates for 
the job advertised. 

The application of feature selection is proposed in this paper 
to improve the job classification process. To test the robustness 
of the data, three feature selection techniques are being used in 
this study such as Analysis of Variance (ANOVA), Chi-squared 
test, and Recursive Feature Elimination (RFE). 

II. LITERATURE REVIEW 
Data used in the job classification study in various 

classification fields have been reviewed. By focussing on the 
main idea of classifying jobs in this study, reviews have found 
out that there is still no job classification method has been done 
on graduates’ data with this job classification’s concept of 
recommending a job for the candidates by using several 
features. Some of the job classification studies that are closely 
related with this proposed method only covered about the 
preference of employers and recruiters about the features that 
they are looking for in the potential candidates such as 
leadership skill, people skill, etc [11][12]. To improve the 
quality of the classification, the implementation of feature 
selection techniques is proposed in this paper. 

Feature Selection (FS) algorithm plays a vital role to remove 
the irrelevant and redundant attributes or features from dataset 
[13]–[19]. It will give better performance for the classifiers in 
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terms of accuracy in classifying and predicting the suitable job 
for graduates. Many feature selection techniques can be applied 
in the pre-processing phase to improve the results of the 
experiment. In this paper, we will be focusing on several 
selected FS techniques like ANOVA, Chi-Squared test, RFE 
and ET. 

ANOVA is a powerful method and very simple FS technique 
to test the difference and variation in means between groups 
[20]–[22]. It can tell us whether the means are equal or have 
slight difference in the means of different populations [21]. 
According to [20], this FS technique is being used by 
researchers due to some of it advantages like the robustness to 
most violations of its assumptions, it is more natural for us to 
analyse the interaction of the variables, the effectiveness of the 
algorithm is not affected even the number of observations is 
different in each group, and it can be easily generalized to more 
groups (more than two groups) without increasing the Type 1 
error. 

 Chi-Squared test is one of the most common used statistical 
tests that measures divergence from the distribution expected if 
there is assumption towards the feature occurrence is actually 
independent of the class value [23][24]. This FS is used for 
analysing two different type of comparing which are tests of 
goodness of fit and tests of independence [25]. Besides, Chi-
squared test was developed initially for microarray-based 
cancer classification where the data used was less than 100 [26], 
same as this study.  

RFE also had been used in various studies and proved its 
quality such as in analysis of agro-industrial products, RFE had 
been used as a part of the system that successfully classified 
data that were categorised as completely independent test sets 
[27], in manufacturing model study, RFE had proven its 
effectiveness in both linear and non-linear cases study [26], in 
high dimensional multi-category data, RFE several variations 
of RFE had been tested and successfully given a good 
recognition results in the analysis of the data [28], in cancer 
classification study, a variation of RFE classifier had able to 
select better gene subsets and improved the cancer 
classification accuracy [29], etc.  

III. METHODOLOGY 
This section is parted into several sections, beginning with 

theoretical background followed by the flow of the process. The 
intelligent technique was then conducted in Python coding in 
Anaconda Navigator (Anaconda3) platform.  

A. Theoretical Background 
1) Analysis of Variance (ANOVA) 

ANOVA is the technique used to analyse the experimental 
data in which one or more response variables are observed 
under several different conditions identified by one or more 
classification variables [22]. The statistic for ANOVA is known 
as F-statistic that can be calculated by using following steps 
[30]: 
(1) The calculation of variation between the group: 

Between sum of squares:    
(BSS) = 𝑛𝑛1(.𝑋𝑋1  −  𝑋𝑋 )2  +  𝑛𝑛2(𝑋𝑋2   −  𝑋𝑋 )2 +· · ·     (1) 
 
Between mean squares:     

(BMS) = BSS / d f                (2) 
 
(2) The calculation of variation within the group: 

Within sum of squares:    
(WSS) = (𝑛𝑛1  −  1 )𝜎𝜎12  +  (𝑛𝑛2  −  1 )𝜎𝜎22 +· · ·     (3) 
 
Within mean of squares:     
(WMS) = WSS / d 𝑓𝑓𝜔𝜔               (4) 
 
Denote that d f = degree of freedom, d 𝑓𝑓𝜔𝜔 = (N − k), σ = standard 
deviation N = Number of samples, k = Number of groups, and 
𝑛𝑛𝑘𝑘 = no. of samples in group k.  
(3) The calculation of F-statistic: 

F = BMS / WMS                 (5) 
 
The input to the algorithm is in a matrix form of N x M, where: 
N = total number of feature sets 
M = the number of samples in the dataset. 
 
2) Chi-squared Test 

Chi-squared test attribute evaluation observed and analysed 
the worth of each feature by computing the value of the chi-
squared statistic with respect to the class [24]. It is to estimate 
whether the class label is independent of a feature or not. Chi-
squared score with C class and r values is defined as follows 
[25]: 
𝑥𝑥2 = −∑ ∑ (𝑛𝑛𝑖𝑖𝑖𝑖−𝜇𝜇𝑖𝑖𝑖𝑖)

𝜇𝜇𝑖𝑖𝑖𝑖
𝑐𝑐
𝑗𝑗=1

𝑟𝑟
𝑖𝑖=1             (6) 

Denote that 𝑛𝑛𝑖𝑖𝑗𝑗 is the amount of samples value with 𝑖𝑖𝑡𝑡ℎ value 
of the feature. 
𝜇𝜇𝑖𝑖𝑗𝑗 =

(𝑛𝑛∗𝑖𝑖𝑛𝑛𝑖𝑖∗)

𝑛𝑛
                  (7) 

 
Where: 
𝑛𝑛𝑖𝑖∗ is the amount of samples with the 𝑖𝑖𝑡𝑡ℎ the feature value. 
𝑛𝑛∗𝑗𝑗 is the amount of samples in class j. 
n is the number for samples. 
 
3) Recursive Feature Elimination (RFE) 

As RFE is closely related to Support Vector Machine (SVM) 
[26], we used linear-based RFE kernel of SVM as a supervised 
learning estimator. The SVM aims to find the hyperplane that 
part the classes the most [31]. RFE works as a recursive cycle 
as follows [28]: pre-defined feature measure rules for the 
current dataset are used to calculate the ranking positions for all 
features and each of the ranking values indicate the feature’s 
classification ability. Then, the feature with the lowest value 
will be removed. The ranking value for the remaining feature 
will be recalculated and feature with the smallest value will be 
removed. This process is repeated until only one feature is left. 
It will indirectly uses feature ranking heuristic criteria to make 
sure the algorithm performance performs at its best. 

Suppose D(x) indicates the decision function for the 
hyperplane and c represents the number of the classes. If the 
data has multiple classes that is more than two, q, where the 
entire number of the hyperplane is calculated according to the 
equation q=c(c-1)/2. Equation (8) and equation (9) show the 
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decision function for the binary class case and for multi-class 
dataset respectively [31]. 

 
𝐷𝐷(𝑥𝑥) = 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛(𝑥𝑥 ∗ 𝑤𝑤)               (8) 
 
𝐷𝐷(𝑥𝑥) = 𝑠𝑠𝑖𝑖𝑠𝑠𝑛𝑛�𝑥𝑥 ∗ 𝑤𝑤𝑗𝑗�, 𝑗𝑗 = 1,2,4, … , 𝑞𝑞       (9) 

 
In the linear decision function, x indicates a vector with the 

components of a given spectrum, and w is a vector 
perpendicular to the hyperplane providing a linear decision 
function [31]. Equation (10) is used to get the weight value for 
the evaluation of variable importance according to SVM-RFE. 

 
𝑊𝑊𝑠𝑠 = 1

𝑞𝑞
∑ 𝑊𝑊𝑖𝑖
𝑞𝑞
𝑖𝑖=1                 (10) 

 

B. Data Collection 
The graduates’ performance data was collected from a 

survey conducted for Universiti Teknologi MARA graduates 
from School of Mechanical Engineering, School of Electrical 
Engineering, and Faculty of Science and Mathematics. While 
the job preference data was collected from a Chief Executive 
Officer (CEO) of a private Software Engineering/IT company. 
There are 12 different features (refer Table 1) that were 
included in the survey where the graduates need to rate 
themselves accordingly. All the features included were 
narrowed down from estimately 449 features reviewed from 
previous researches observed in ‘student classification’, ‘job 
classification’, and ‘job recommender’ keywords. 

For ‘CGPA’ feature, the graduates had to include their 
CGPA and we pre-processed them into several levels to be 
converted as a usable data for this study. For example, if the 
CGPA is equal or bigger than 3.00, then it was graded as 
number ‘4’, if the CGPA is equal or bigger than 2.00 and 
smaller than 3.00, then it was graded as number ‘3’, if the 
CGPA is equal or bigger than 1.00 and smaller than 2.00, then 
it was graded as number ‘2’, and if the CGPA is lower than 
1.00, then it was graded as number ‘1’. For ‘Prior experience’ 
feature, if the graduates have prior experience, then it was 
graded as number ‘1’ and if they do not have any prior 
experience, then it was graded number ‘0’. For the rest of the 
features, the graduates had to rate themselves on a scale of 1 to 
5 for each feature.  

TABLE I 
GRADUATES’ FEATURES 

Graduates’ features References 

CGPA [32]–[37] 

Prior experience [17][18][23] 

Teamwork [18][19] 

Leadership [39]–[41] 

Motivation [42] 

Flexibility [43] 

Dependability [43] 

Problem solving  [17][18][28] 

Creative thinking [18][24][29][30] 

Communication [18][31]–[33] 

Analytical [18][24][29][30] 

Observing [42] 

 

C. Flowchart of the job classification 
The experiment started by the process of data collection. The 

details of this sub-process as in methodology part B above. The 
data collected during this sub-process were obtained in raw data 
the need to be pre-processed for the experiment. During the pre-
processing phase, this is where three selected feature selection 
techniques (ANOVA, Chi-squared test, RFE) are implemented 
to the graduates’ data to eliminate the irrelevant features. Then, 
the Support Vector Machine (SVM) – Radial Basis Function 
(RBF) algorithm was applied to the pre-processed data to 
classify it. Only then the output was generated and the data were 
classified. The output data that did not meet the criteria set will 
go through the classifying process again until it met the criteria. 
The flow of the system is summarized as shown as in Figure 1 
below. 

  
Fig. 1. Flowchart of the classfication 

IV. RESULT AND DISCUSSION 
The results of the three methods of feature selection test on the 
dataset are discussed below. 
1) Analysis of Variance (ANOVA) 

Figure 2 and Table 2 show the scatter plot and the feature 
ranking of the dataset after ANOVA test respectively. In 
ascending order sequence, the tested features are ranked as 
follow; Prior experience, CGPA, Dependability, Flexibility, 
Leadership, Communication, Motivation, Teamwork, 
Observing, Problem solving, Creative thinking, and Analytical. 
By referring to [30], it is said that two main hypothesis affects 
the results, i.e., Null hypothesis and alternate hypothesis. Where 
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the null hypothesis denote that the classes are same (no 
difference between the properties of the group) and the alternate 
hypothesis assumes that there exists some significant difference 
between the groups. The null hypothesis means that the features 
do not affect the result and features can be discarded, while on 
the other hand, the alternate hypothesis means that the features 
have significant difference between their properties. Thus, the 
features are accepted. 

The higher the F-value, the higher the ranking of the features. 
To be concluded, top four features chosen by ANOVA test 
according to the highest F-value are ‘Analytical’, ‘Creative 
thinking’, ‘Problem solving’, and ‘Observing’. 

 

 
 

Fig. 2. The scatter plot of ANOVA test on graduates’ data 
 

TABLE II 
THE F-VALUE AND FEATURE RANK BASED ON ANOVA TEST 

Graduates’ features F-value Feature 
ranking 

Analytical 75.4875 1 
Creative thinking 63.8122 2 
Problem solving 63.3971 3 

Observing 42.7909 4 
Teamwork 40.1381 5 
Motivation 39.5828 6 

Communication 27.7952 7 
Leadership 23.4453 8 
Flexibility 22.0305 9 

Dependability 20.2117 10 
CGPA 6.2947 11 

Prior experience 3.0202 12 
 
2) Chi-Squared Test 

Figure 3 and Table 3 show the bar chart and feature rankings 
of the graduates’ dataset after Chi-squared test had been applied 
respectively. In ascending order sequence, the tested features 
are ranked as follow; Prior experience, CGPA, Flexibility, 
Dependability, Observing, Leadership, Teamwork, 
Communication, Motivation, Analytical, Problem solving, and 

Creative thinking. It can be said that this feature selection 
technique evaluates the value of a feature by computing the 
value of the Chi-squared statistic with respect to the class or 
group [24]. After calculating the values of all features, the 
features’ rank was determined. Where, the bigger the calculated 
value, the more important the feature is as in sequence above. 

 

 
Fig. 3. The bar chart of Chi-squared test on graduates’ data 

 
TABLE III 

THE FEATURE SCORE AND FEATURE RANK BASED ON CHI-
SQUARED TEST 

Graduates’ features Feature score Feature 
ranking 

Creative thinking 8.4976 1 
Problem solving 6.0373 2 

Analytical 5.9796 3 
Motivation 4.9963 4 

Communication 4.5626 5 
Teamwork 4.0542 6 
Leadership 3.6726 7 
Observing 3.0076 8 

Dependability 2.9045 9 
Flexibility 2.1508 10 

CGPA 1.0354 11 
Prior experience 0.3576 12 

 
3) Recursive Feature Elimination (RFE) 

Table 4 below shows the rank of each feature after tested by 
RFE technique. In ascending order sequence, the tested features 
are ranked as follow; Analytical, Prior experience, Teamwork, 
Creative thinking, CGPA, Motivation, Flexibility, 
Dependability, Observing, Communication, Problem solving, 
and Leadership. As RFE evaluates and observes features rank 
by their weights in SVM solution, it eliminates and rank each 
of the features tested accordingly. RFE results are affected by 
its looping process or recursion, where it is needed because for 
some measures of the features’ value can change substantially 
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when it is tested over a different subset of features [27]. Each 
of the features are ranked by using numeric numbers. The 
highest weighted feature rank is ranked as number ‘1’, while 
the bigger the rank number indicates the more ineffectiveness 
of the feature in the dataset. 

 
TABLE IV 

THE FEATURE RANK BASED ON RFE TEST 
Graduates’ features Feature ranking 

Analytical 1 
Prior experience 2 

Teamwork 3 
Creative thinking 4 

CGPA 5 
Motivation 6 
Flexibility 7 

Dependability 8 
Observing 9 

Communication 10 
Problem solving 11 

Leadership 12 
 

As a summary, each of the FS techniques used have their own 
ability and way of working. Where the ANOVA FS works by 
analyzing the data in the response variables that are observed 
under several different conditions identified by the  
classification variables, Chi-squared test works by analyzing 
whether the class label is independent of a feature or not, and 
RFE works as a recursive cycle where it indirectly uses the 
feature ranking heuristic criteria to sort for the algorithm output. 
Thus, the output produced for the same dataset will probably 
have differences, even a slight difference.  

By referring to the Table 5 below, the top four features with 
the highest rated score from each FS were summarized. Which 
showing that ‘Analytical’ and ‘Creative thinking’ are the 
features that are ranked in the top four of each FS techniques. 
By being rated among the top four position in each FS 
techniques, it shows that these two features have significant 
value in the dataset compared to the other features.  

 
 TABLE V 

THE TOP FOUR FEATURES WITH THE HIGHEST SCORE IN EACH OF 
THE FS TECHNIQUE 

FS technique Features chosen (Ascending 
order) 

ANOVA Analytical, Creative thinking, 
Problem solving, Observing 

Chi-squared test Creative thinking, Problem solving, 
Analytical, Motivation 

RFE Analytical, Prior experience, 
Teamwork, Creative thinking 

 

V. CONCLUSION 
In this paper, the application of three selected feature 

selection techniques which are ANOVA, Chi-squared test, and 
RFE were tested on the graduates’ data. Each of the feature 
selection technique was tested to rank and evaluate 12 
graduates’ features. The results were observed and analised 
with the different approaches and algorithms behind each of the 

feature selection technique.  
According to the output of each feature selection techniques, 

only ‘Analytical’ and ‘Creative thinking’ are ranked in the top 
four with the highest score in each of the feature selection 
technique. Hence, the comparison of the feature selection 
techniques used in this study had determined and obtained 
‘Analytical’ and ‘Creative thinking’ as the final features that 
play the important role when classifying jobs among graduates 
in this study. Thus, as an idea for future work, a research by 
using these feature selection techniques on any data is 
recommended to determine the relevant features in the dataset 
used. 
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