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Abstract— Endogenous insulin secretion (UN) plays a critical 
role in maintaining glucose homeostasis. Pathological changes in 
UN enable early detection of metabolic inefficiency prior to the 
onset of diabetes mellitus (DM). Numerous researches have been 
carried out to establish the most effective method for assessing the 
participant’s glycemic state by identifying their UN profile. In 
contrast to insulin sensitivity (SI), there is no gold standard for UN 
profile. Thus, the deconvolution of C-peptide measurements is 
used in the majority of research to identify the UN profile. Due to 
the fact that C-peptide and insulin are co-secreted equimolarly 
from pancreatic β-cells, the latter method is shown to be accurate. 
Although studies have shown that the machine learning-based 
strategies can yield very positive outcomes in other areas of DM 
diagnosis, there is currently little research that employing machine 
learning for quantifying the UN profile to enable early diagnosis of 
metabolic dysfunction. Hence, the main objective of this study is 
to conduct a thorough search on machine learning-based 
modelling strategies that were used to identify the individual-
specific UN profile through the development of a UN model. 
Additionally, this study will investigate whether the data acquired 
from the UN model can be used to quantify a person’s metabolic 
condition (either normal, pre-diabetic or T2D).  The literature 
search turned up prospective studies linking machine learning and 
UN  in its search and analysis. Meta-analyses summarize the 
available data and highlight various methodological stances. Thus, 
the exploratory of machine learning classification and regression 
technique can be portrayed in 3 different scenarios during the 
identification of UN profile. The 3 scenarios are: the study of 
insulin secretion through analyzing the insulin sensitivity, the 
study of UN without taking into considerations or in-depth study 
of U1 and U2, and the study of insulin secretion using deconvolution 
of plasma C-peptide concentrations. It is evident that while 
Decision Tree (DT) is ideal for the first scenario, Random Forest 
(RF) is the better option for the other two scenarios. Further 
optimization can be implemented with the use of these techniques 
under supervised learning to improve diagnosis and comprehend 
the pathogenesis of diabetes, particularly in UN.  
 

Index Terms—diabetes, insulin secretion, machine learning. 

I. INTRODUCTION 

IABETES Mellitus disease is becoming more prevalent 
around the world, with the number of cases increasing at 

an alarming rate. Diabetes now affects over 420 million people 
globally, making it one of the leading causes of death [1]. In 
Malaysia, citizen habits of consuming a high-sugar diet have 
put them at risk of diabetes as early as the age of 18 [2].  

Commonly, Malaysian consumes lots of rice-based meal 
throughout their daily diet. Studies show that high 
consumptions of rice-based meals, especially white rice, leads 
to a high intake of carbohydrates. The human digestive system 
subsequently breaks down this carbohydrate into sugar, 
resulting in a rise in blood glucose (BG) levels [3-5]. 
Furthermore, not only the rice-based meal, the increased level 
of BG might be effected by exacerbated of drinking high-sugar 
beverages [6]. 

Diabetes is commonly related to the inability of the human 
body to reach glucose homeostasis. In order to reach a glucose 
homeostasis state, insulin is required to initiate the glucose 
uptake process. As a level of glucose in blood stream rises, the 
pancreas senses this increase and stimulates to release insulin 
into blood stream. This newly released insulin plays an 
important role in regulating the concentration of glucose in 
blood [7].Generally, a healthy fasting BG level is in the range 
of 4 – 5.6 mmol·L-1. Failing to continually control the BG levels 
leads to the development of metabolic disorders, particularly 
diabetes, all of which have significant complications that can 
reduce quality and length of life. 

A. Diabetes 
Diabetes is a chronic condition that arises when the pancreas 

fails to produce enough insulin or when the produced insulin is 
ineffectively utilized. Critically, There are two major types of 
diabetes which are Type 1 and Type 2diabetes[8, 9]. Type 1 
diabetes (T1D) results from the body’s failure or inability to 
produce insulin. The etiology of T1D is characterized by the 
destruction of the pancreatic β-cells caused by an auto-immune 
disorder or as a result of the action of genetic markers [9]. 
Individuals with T1D need to have an insulin injection in order 
to maintain a safe level of glucose in the blood stream. 

Type 2 diabetes (T2D), on the other hand, results from the 
body’s inability to make enough (insulin deficiency) or 
properly use endogenous insulin secreted by the β cell of the 
pancreas (insulin resistance). Prior studies have characterized 
T2D by fasting hyperglycemia and an excessive rise in the BG 
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level above baseline following post-prandial [9]. Thus, it can be 
clearly seen that understanding the physiological characteristic 
of insulin produced by pancreatic β-cells could potentially 
ameliorate the worst symptoms of this diabetes. 

B. Insulin Secretion 
In order to reach a glucose homeostasis, sufficient insulin 

production is needed to be secreted internally and efficiently. 
Insulin secretion, UN is generally produced by pancreatic β-cells 
in response to a quick or steady rise in BG levels. The glucose 
level, which must be lowered down to the normal range of 4–
5.6 mmol·L-1, determines the amount of insulin produced [9, 
10]. Mathematical deconvolution is often used to model insulin 
production as a function of peripheral C-peptide levels. Prior 
studies have adopted the endogenous UN profile confirmed by 
Van Cauter's model due to the fact that C-peptide and insulin 
are co-secreted by β-cells [9, 11]. However, C-peptide assays 
are considerably scarce, costly and time consuming, even 
though they are still the best approach for diagnosing insulin 
secretion, UN.  

While C-peptide testing is diagnostically useful, there is still 
room to improve UN profile identification without using the C-
peptide profile. However, detecting UN purely based on C-
peptide measurements will be hampered since the 
pharmacodynamic reactivity of β-cells to glucose is not taken 
into consideration [12-28]. Furthermore, endogenous insulin's 
regulation of BG is basically a closed-loop feedback-control 
mechanism, with secretion responding to glucose level and rate 
of change. Thus, by using machine learning technique, 
hypothetically there is a possibility to identify the individual 
specific UN profile without the use of C-peptide.  

C. Machine Learning 
Recent studies have been done to evaluate the performance 

of UN towards glucose homeostasis engaging the use of 
machine learning and classical statistical modeling [29-34]. 
Additionally, a study shows that neural network has the best 
performance in T1D and T2D classification problems [23, 29, 
35]. Understanding the individual-specific behavior of UN 

profile is very crucial in distinguishing the metabolic state of 
the individual; either normal, pre-diabetic or T2D. 

There are numerous types of approach that are being utilized, 
each of which provides varied levels of accuracy and 
appropriateness for the data acquired [12-25, 27, 28, 36-43]. 
Although machine learning-based approaches have shown to 
produce promising results in other areas of diabetes mellitus 
diagnosis, there is currently little or no research that explores 
the use of machine learning-based modelling approaches for 
quantifying the individual-specific UN profile to enable early 
metabolic dysfunction diagnosis. In addition, prior studies show 
that UN is secreted in a bi-phasic manner; first phase secretion 
(U1) and second phase secretion (U2). Further linkage between 
anatomical function (age, sex and body mass index) towards the 
secretion of U1 and U2 is remained unclear. No effort has been 
made so far to develop a machine learning-based approach for 
formulating controller gains of U1 and U2 in the context of 
individual-specific anatomical function. 

Hence, there is a need to explore machine learning approach 
in analyzing the individual-specificUN model. Thus, by using a 
systematic literature review (SLR) technique, this study will 
focus on reviewing the latest and best methods that have been 
applied by prior studies to model this individual-specific UN 
profile using machine learning approach. The outcome of this 
study will potentially provide a better solution for future 
research in identifying the individual-specific UN profile. 

II. METHODOLOGY OF SYSTEMATIC LITERATURE REVIEW 
(SLR) 

This study focuses on identifying, evaluating, categorizing, 
analyzing and interpreting all available research on UN model 
analysis engaging the use of machine learning approach. A 
thorough literature search was conducted to identify systematic 
review papers for this study. Descriptions of these processes are 
summarized in several topics in the next few paragraphs. 

A. Research Objective 
The main objective of this study is to search on the UN models 

that were developed between 2016 and 2021. A thorough search 
on machine learning-based modeling strategy that were used to 
identify the individual-specific UN profile through the 
development of a UN model rather than the traditional approach 
of deconvolution of C-peptide measurements to identify the UN 
profile will be presented here. Furthermore, this study will 
examine how the data acquired from the UN model might be 
useful to distinguish an individual's metabolic condition (either 
normal, pre-diabetic or T2D). 

B. Search Process 
An automatic search in five bibliographic databases as well 

as a human (manual) search in the list of references of current 
secondary research in the field was established as search tactics. 
To aid this research, both paid and open-source platforms were 
utilized. The Tun Abdul Razak Library, PTAR UiTM, 
subscribes to and provides this service to students, so they can 
access the paid platform. While open source is gathered through 
websites such as ScienceOpen, Semantic Scholar, CORE, and 
others that allow free access to scientific papers. 
1) Automated Search 

As an open-source platform, Google Scholar makes it easy to 
conduct a broad search for scholarly literature. This platform 
facilitates and is very helpful in obtaining official reports, 
journals and conference proceedings along with other 
information in related fields of technology and science. With 
capabilities such as the ability to search all scholarly literature 
in one location, Google Scholar can assist in identifying 
relevant research across the world of academic publishing. 

Several major databases have been selected for obtaining 
relevant journals. The IEEE Xplore, Science Direct, Scopus, 
SpringerLink and the Web of Science were chosen as well-
known databases that index important journals and conference 
proceedings in the fields of technology and computer sciences, 
as well as based on the authors' analysis of preliminary 
investigation results. Scopus and the Web of Science (WoS) are 
fundamentally different in that they both index studies from a 
variety of sources based on particular criteria. As a result, while 
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identical documents may be obtained from multiple databases, 
each database is anticipated to contribute a number of unique 
documents, ensuring that variety is ensured. The search was 
conducted in September 2021 and was limited to papers 
published between 2016 and 2021, with English as the only 
language.  

The following generic search string was developed based on 
the keywords discovered in the research objective and their 
synonyms. At first, the generic search string used was “TITLE: 
(diabetes) AND (machine learning)”. However, the total 
number of papers related to previous search string was huge, 
approximately 6183 papers where 1927 papers was from WoS, 
2744 papers from Scopus, 890 papers from IEEE, 622 papers 
from Science Direct and zero paper from SpringerLink. Further 
refinement had been made by changing the generic search string 
to “TITLE: (insulin secretion) AND (machine learning)” 
resulting in 95 papers where 26 papers was from WoS, 26       
papers from Scopus, 2 papers from IEEE, 41 papers from 
Science Direct and zero paper from SpringerLink.   Table I 
tabulates the number of papers gathered based on difference 
generic search string. By using search string to TITLE: (insulin 
secretion) AND (machine learning), the scope of the search can 
be narrowed, and topic specialization can be implemented. 

 
TABLE I 

THE NUMBER OF PAPERS GATHERED BASED ON DIFFERENCE GENERIC 

SEARCH STRING 

Year E-Resources 
Generic Search String 

Diabetes, 
Machine learning 

Insulin secretion, 
Machine learning 

 
2016 
– 
2021 
 

WoS 1927 26 
Scopus 2744 27 
IEEE 890 2 

Science Direct 622 42 
SpringerLink 0 0 

Total number of papers 6183 97 

 
2) Manual Search 

The manual search from primary studies (97 papers gathered 
through automated search) was carried out by looking through 
the references lists of each study on the topics of “insulin 
secretion” and “machine learning” using Google Scholar 
platform. The references lists were randomly checked for titles 
then compared to the reference list produced from the 
automated search approach. This procedure is carried out in 
order to identify papers that may have been overlooked or are 
not listed in any of the five bibliographic databases. 

C. Selection Criteria 
Following the automated search, a three-phase manual 

selection of relevant documents is carried out: screening, 
eligibility, and inclusion. The goal of the screening step is to 
limit the amount of documents that must be reviewed in their 
entirety by evaluating only specified parts of all documents 
first, and then reading the complete text of the accepted 
documents. The papers' full texts have been downloaded and 
examined. Each abstract will be evaluated to see whether the 
paper is related to engineering or focuses only on medical 
issues. Preferably, the selected journal uses a machine learning-

based approach. Two sets of selection criteria were defined: 
inclusion and exclusion criteria, which are described in Table 
II. These criteria are being set in order to eliminate bias during 
the three-phase process. 

There are only two inclusion criteria, which fundamentally 
divide original works into two categories: works that proposed 
a model or approach to classify the subject is normal, pre-
diabetic or diabetec-type2 were accepted, as well as works that 
presents one or more methods using machine learning. Papers 
related to T1D and Gestational diabetes mellitus (GDM) were 
removed as it was outside the area of specialization of this 
study. Additional exclusion criteria can be used to clarify the 
reasons for exclusion since a document under evaluation can 
have numerous selection criteria. Some of these factors deserve 
special attention. 

As in EC01, some documents are not fully accessible 
especially when the search is done through the Google Scholar 
platform. In addition, this platform only displays the abstract or 
a brief summary of the paper. For EC02 criteria, there are some 
documents that use languages other than English. Documents 
employing Malay, Mandarin and Tamil languages are among 
those found. Such documents had to be rejected for fear of not 
being able to interpret the true meaning that the author of the 
paper wanted to convey. When publications are published in 
two or more databases, the EC03 criterion applies. Similar 
works can be found, for example, in the IEEE and Scopus 
databases. The goal of the EC04 criterion is to acquire the most 
recent articles and research over the last five years. This is 
critical in ensuring that the literature review is up to date with 
the most recent findings and applications in perspective of 
science's rapid advancement. 

The EC05 criteria were intended to eliminate documents that 
go into too much detail about medical issues. This is due to the 
fact that the investigation will be undertaken from an 
engineering point of view, especially when it comes to 
modelling and using machine learning as a classification 
approach. When a study fails to mention the origin of the dataset 
used to validate its approach, it fails to meet criterion EC06. 
This is to ensure that the data obtained is reliable and accurate, 

TABLE II 
THE INCLUSION AND EXCLUSION CRITERIA 

Inclusion criteria 

IC01 
IC02 
 

The study presents a model or approach to identify UN. 
The study presents a model or approach to classify the subject 
either normal, pre-diabetic or diabetic-type2. 

IC03 The study presents one or more methods using machine learning. 

Exclusion criteria 

EC01 
EC02 
EC03 
EC04 
EC05 
EC06 
 
EC07 
EC08 
 
EC09 
 

The study is not available in full-text. 
The study is not available in English. 
The study is a duplicate. 
The study was not published between 2016 and 2021. 
The study too focused on the medical aspect. 
The study does not mention the dataset utilized to validate its 
method. 
The study does not present a model or approach to identify UN. 
The study does not present a model or approach to classify the 
subject is normal, pre-diabetic or diabetic-type2. 
The study does not present one or more methods using machine 
learning. 
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particularly when it comes to medical data (clinical ethics 
approval has to be enclosed). Although the main objective of 
this systematic literature review (SLR) paper is to focus on 
engineering, the outcomes must be valid and portray a 
convincing analysis from a medical perspective. 

The EC07, EC08 and EC09 criteria were supposed to 
eliminate articles that did not present a model or approach for 
identifying UN profile, distinguishing the metabolic state of the 
individual either normal, pre-diabetic, or T2D, or that did not 
present one or more machine learning methods. If no exclusion 
criteria are met, a document is approved. An exclusion 
criterion, on the other hand, is only assigned to a document if it 
can be verified: if in doubt, a work is always accepted and 
subject to a more thorough evaluation in the next selection 
phase. 

D. Data Extraction Form 

A data extraction form was developed to be applied to each 
study included in the review after the selection processes in 
order to collect evidence to answer the research objectives 
presented in Section II - A. The extraction proposed to 
accommodate data acquired from the investigations was 
likewise guided by the research topics. (1) Metadata,             (2) 
Patient, (3) Problem Statements, (4) Methodology, (5) 
Modelling Approach, (6) Results, (7) Weakness and (8) 
Research Gap are the eight sections of the form. Table III 
provides a thorough overview of the fields in the data extraction 
form. These data are extracted and gathered from the reading of 
each journal publication obtained through Section II -D. 

E. Search and Selection Results 
A total of 97 articles were obtained through the methods 

discussed in Section II -C. Because there are crosses of 
documents indexed in each database as well as listed as paper 
references picked as manual search sources, duplicates are 
expected to be retrieved. After eliminating duplicates, a total of 
95 unique articles remained, resulting in the initial collection of 
candidate documents to be reviewed in this study. 

Only the title, keywords, and abstracts of these 95 unique 
articles were reviewed during the first phase of preliminary 
document selection process. This activity included surface 
reading, which assessed each document's suitability for the 

previously specified inclusion and exclusion criteria. As a 
result, in this round, 84 articles were accepted, that is, at a rate 
of 88.42%. At this phase, 11 articles were rejected (11.57%). 

During the second phase (final selection), a thorough reading 
of the full-text manuscript was carried out to further examine 
the suitability of these 84 articles towards the objective of this 
SLR paper. As a result, from final selection, 30 articles were 
preserved in this process, accounting for 35.71% of the 
reviewed documents in this phase. The search and selection 
techniques are summarized in Fig 1. 

 

WoS Scopus IEEE
Science
Direct SpringerLink

26
docs

27
docs

2
docs

42
docs

0
doc

Eliminating
duplicates

Preliminary
Evaluation 
(1st phase)

Final 
Selection

(2nd Phase)

Clean set
95 docs

84 docs 11 docs

30 docs 54 docs

 
 

Fig. 1. Flow of search and selection procedures. 

III. RESULTS AND DISCUSSION 
In order to answer the research objective for this SLR as in 

Section II - B, several factors must be considered. This will also 
serve as a guide to take the study to a more extensive and in-
depth level. This section will go through the results from 
Section II and how they were analyzed. The patient category, 
the research gap, and machine learning regression and 
classification are among the criteria that looked into. One of the 
top machines learning analytical techniques will be identified 
and highlighted for this study at the end of the discussion. 

A. Patients 
In these 30 articles, it can be seen that most studies used 

humans or animals as patients’ data. More succinctly, one 
research utilized mice as patients, one study employed both rats 
and humans as patients, and the remaining 28 studies used 
humans as patients’ data. The use of animals was intended to 
decrease risk and can be considered as a preliminary study 
before implementing it to humans for further research. The use 
of animal is only 6.67% of the total number of studies available. 
Although the percentage is low, however the outcomes from the 
research is still valid as it is presumed that the physiology of the 
chosen animals (rat or mice) is closed to humans [44]. Because 

TABLE III 
THE DATA EXTRACTION FORM 

Extracted Data Description 

(1) Metadata Title, authors and publication year of the study. 

(2) Patient The subject in the study either human or animal (rat 
or    mice). 

(3) Problem 
Statements  
(4) Methodology 
 
 
(5) Modelling 
approach 
 
(6) Result 
 
(7) Weakness 
 
(8) Research Gap  

The problem statement occurs until the study 
wasconducted. 
The methodology used in the study to gather and 
analyze datasetfrom the related samples (clinical 
trial). 
The modelling approach used to identify the UN 
profile and distinguish the metabolic state of an 
individual. 
The highlighted advantages from the result and 
analysis of study. 
The highlighted disadvantages from the result and 
analysis of study. 
The point of view that can be considered for 
improvement in the study. 
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of the differences between mice and human, it is possible that 
medications for diabetes reversal in rat or mice have not been 
successfully translated to humans. Increased understanding of 
the human intricacies could lead to novel approaches to 
reversing diabetes in humans [45]. 

B. Research Gap 
The research gap for this work is grouped into many 

categories using the procedure described in Section II -E. The 
research gap statement and percentage for the available studies 
are shown in Fig 2. This Fig. 2 portrays the result extracted from 
30 studies that mainly focus on machine learning approach 
towards insulin secretion. It can be clearly seen that 73.33% of 
the studies focus on analyzing the insulin sensitivity (SI) to 
identify the participant-specific UN profile. Hypothetically, 
higher value in SI would indicate a good production of UN. In 
addition, if the SI value is low, it will give the impression that 
the receptor of muscle and adipose tissue cells is unable to bind 
with insulin to mediate the glucose uptake. However, it can be 
safely said that the amount of UN produced is higher than 
normal production (hyper insulinaemic condition). Based on 
the analyzed SI values, these studies classify them into each 
metabolic state, either normal, pre-diabetic and T2D. However, 
it is understood that solely relying on SI value to determine the 
metabolic state of the participant is considered to be less 
convincing. Hypothetically, it is best to have a detailed analysis 
of both SI and UN profile in order to distinguish the metabolic 
state of the participant. Studies show that the etiology of T2D 
comes from insulin resistance (IR = SI-1) and insulin deficiency 
[9, 46]. 

On the other hand, 16.67% of the studies apply machine 
learning approach in identifying the participant-specific UN 
profile only without considering the first (U1) and second (U2) 
phase of the UN profile. Theoretically, UN is secreted in a 
biphasic manner [47]. Hypothetically, by understanding the 
physiological pattern of these U1 and U2 profiles, among the 
classifiers that exist and are often used in studies over the past 
five years, ameliorate the analysis of the pancreatic β-cell 
function [9]. In addition, the final 10% of the studies also 
employ the machine learning approach to identify the 
participant-specific UN profile without considering these two 
phases. However, the only difference between 16.67% and 10% 
lies in the data collection. 16.67% uses glucose measurements 
to identify the UN profile whereas 10% uses C-peptide 
measurements to identify the UN profile. Although studies show 
that identifying the UN profile using C-peptide measurements 
prove to be accurate due to the fact that UN is equimolarly 
secreted with C-peptide, the C-peptide measurements are 
relatively sparse, expensive and time consuming [48, 49]. As 
diagnostically effective, there remains scope to better identity 
UN profile without using C-peptide measurement. 

 

C. Machine Learning Regression and Classification 
Hypothetically, there are 2 stages under machine learning 

technique when analyzing the UN profile. These stages are 
regression and classification.  

 
 

 
Fig. 2. Three Different Scenarios in Identifying the UN Profile Using Machine 
Learning. 

 
1) Regression 

A supervised learning process called regression is used in 
machine learning to forecast the continuous output value of a 
dependent variable based on the input values of independent 
variables. The purpose of regression is to create a model that 
can predict the values of one or more independent variables. 
Regression algorithms generate a model from a training set of 
data that can subsequently be used to predict the target variable 
in fresh or unknown data. The model is assessed based on its 
ability to predict the target variable in the test set accurately. 
The ultimate purpose of regression is to create a model that can 
forecast the target variable reliably for fresh data. 

Regression is a statistical approach used to study the 
connection between one or more independent variables and a 
dependent variable. In the context of identifying a UN profile 
utilizing C-peptide or glucose profile, regression analysis may 
be utilized to establish the strength of the association between 
these variables and the UN profile. C-peptide is a chemical 
generated by the pancreas during insulin processing. Its blood 
levels can be utilized as an indication of insulin production. The 
glucose profile, on the other hand, is a measurement of blood 
sugar levels across time. C-peptide and glucose profile are both 
glucose metabolism markers that are extensively utilized in the 
diagnosis and management of diabetes.  

A dataset containing measurements of C-peptide or glucose 
profile, as well as UN profile, would be necessary to utilize 
regression to determine a UN profile. After that, the dataset may 
be analyzed using linear regression, which includes fitting a line 
to the data points to reflect the connection between the 
independent variable(s) (C-peptide or glucose profile) and the 
dependent variable (UN profile). The Pearson correlation 
coefficient or Spearman's rank correlation coefficient can be 
used to quantify the strength of the link between the C-peptide 
or glucose profile and the UN profile [50]. These coefficients 
vary from -1 to 1, with 1 indicating perfect positive correlation, 
-1 indicating perfect negative correlation, and 0 indicating no 
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association. After determining the association between C-
peptide or glucose profile and UN profile, the regression model 
may be used to predict UN profile based on C-peptide or glucose 
profile data. This data may be utilized to diagnose and manage 
illnesses like diabetes, as well as to optimize treatment 
approaches. 

In general, in order to identify the participant-specific insulin 
secretion, blood samples are required. These blood samples are 
then assayed for glucose, insulin and C-peptide measurements 
using standard commercial assays at an accredited laboratory. 
Although it is claimed that the use of machine learning is good 
enough, using regression of machine learning with C-peptide 
data will result in debatable results due to C-peptide issue 
(sparse measurement). Thus, it can be clearly seen that in Fig. 
2, less research (10%) has been done in using regression of 
machine learning to quantify insulin secretion using 
deconvolution of plasma C-peptide concentrations. Prior 
research uses Random Forest (RF) as the preferred technique 
on identifying UN profile [12, 22, 26, 27, 41]. With a smaller 
number of researches being done to identify UN profile using 
the regression of machine learning, there is a need to 
investigate, in depth, on how to manipulate the regression 
technique in accurately identify the UN profile. Hypothetically, 
there is a possibility to use regression technique with glucose 
measurement when quantifying the UN profile. Study also 
shows that glucose measurement profile mimics the behavior of 
UN profile in terms of U1 and U2 profile [40, 42, 43, 51, 52]. 
Hence, it will deliver potential real diagnostic and monitoring 
metrics.  

 
2) Classification 
 Classification is a form of supervised learning method used 
in machine learning to predict a dependent variable's category 
output value based on the input values of independent variables. 
The dependent variable in classification is either categorical or 
discrete, and the objective is to develop a model that can 
reliably predict the category of the dependent variable based on 
the values of the independent factors. Classification algorithms 
generate a model from a training set of data that can 
subsequently be used to predict the category of the dependent 
variable in fresh or previously unknown data. The model is 
assessed based on its ability to predict the category of the 
dependent variable in the test set accurately. The ultimate 
objective of classification is to create a model that can predict 
the category of the dependent variable for fresh data with high 
accuracy. 
 Classification is a machine learning approach that uses input 
characteristics to divide data into multiple classes or categories. 
Classification algorithms may be used to identify individuals 
with a high or low risk of developing UN based on their C-
peptide or glucose profile when identifying a UN profile using 
C-peptide or glucose profile. A dataset containing 
measurements of C-peptide or glucose profile, as well as UN 
profile, would be necessary to utilize classification to identify 
UN profile. The dataset would then be separated into two 
subsets, one for training and one for testing. The classification 
algorithm is trained using the training set, and its performance 
is evaluated using the test set. 
 Once trained on the training set, the classification algorithm 
may be used to predict UN profile based on C-peptide or glucose 

profile for new patients. Metrics such as accuracy, precision, 
recall, and F1 score can be used to assess the classification 
algorithm's performance. These metrics indicate how 
successfully the algorithm classifies individuals as having a 
high or low risk of developing UN depending on their C-peptide 
or glucose profile. In clinical practice, a classification system 
based on C-peptide or glucose profile might be used to identify 
individuals at high risk of developing UN, allowing for early 
management and avoidance of illness. 

A deeper knowledge in machine learning needs to be 
acquired to distinguish the types of analysis available and 
determine the appropriate analysis of the available data and the 
desired output. However, the readings and data extraction 
provide a clear picture of the most recent analytical alternatives 
accessible that are pertinent to this study regarding the UN to 
some extent. The necessity for labeled training data is the key 
difference between supervised and unsupervised learning. 
Unsupervised machine learning uses unlabeled or raw data, 
whereas supervised machine learning uses labeled input and 
output training data. It can be observed that all 30 articles 
related to this study use supervised learning as an analysis tool. 
The purpose of supervised learning is to create a compact model 
of class label distribution in terms of predictor features.  

Under the supervised learning approach, when the values of 
the predictor characteristics are known, but the value of the 
class label is unknown, the resulting classifier is used to assign 
class labels to the testing cases [53]. As supervised learning, 
classification and regression approaches are among the data 
analyses that are considered relevant for this study. These 
approaches were utilized to determine the adequacy and 
accuracy of the outcomes in this study. However, most of these 
30 articles are utilizing the classification approach in acquiring 
the desired outcome due to the fact that most of the studies rely 
on identifying UN based on analyzing the SI value. 

The task of classification is to predict a discrete class label 
using a classification algorithm that predicts a continuous value 
in the form of a probability for a class label. Fig. 3 shows the 
most commonly used classification techniques under 
supervised learning approach. Classification algorithms used in 
machine learning utilize input training data for the purpose of 
predicting the likelihood or probability that the data that follows 
will fall into one of the predetermined categories. Several 
classification techniques can be classed into logic-based 
techniques, instance-based learning techniques, perceptron-
based techniques, statistical learning techniques and support 
vector machine. Each class has a separate set of techniques as 
depicted in Fig. 3. Decision Tree (DT)[12, 13, 16, 17, 20, 22, 
24, 26, 54], Support Vector Machine (SVM)[12-15, 20, 26], 
Bayesian Network [13, 15], K-Nearest Neighbor (KNN) [12, 
19, 26, 28] and Multilayer Perceptron (MLP) [12, 14-17, 21, 
55] were identified as the current classifiers within the 30 
articles chosen, and these classifiers have been utilized often in 
studies over the previous 5 years. However, there are also 
techniques such as Logistic Regression (LR) [12, 14-16, 24, 
27], Extreme Learning Machine Method (ELM) [18], 
eXtremeGradient Boosting (XG-Boost) [21, 22] and RF [12, 
21, 22, 26, 27, 41, 51] that are not included in Fig. 3 used in the 
studies. 

According to the analysis from the overall of the 30 studies, 
the top 4 techniques most used are DT, RF, SVM and LR. Nine 
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(9) out of 30 studies use the DT technique [12, 13, 16, 17, 20, 
22, 24, 26, 54] whereas RF technique was used in 7 studies[12, 
21, 22, 26, 27, 41, 51]. 6 studies each utilized the SVM [12-15, 
20, 26] and LR [12, 14-16, 24, 27] technique. However, when 
considering the 3 categories of research gaps as depicted in Fig. 
2, techniques were chosen based on the complexity of the 
analysis in order to meet the desired outcome. As portrayed in 
Fig. 4, it can be observed that the technique used in insulin 
secretion using deconvolution of plasma C-peptide 
concentrations study is RF. In addition, MLP and RF are the 
preferable techniques chosen to analyze the study of insulin 
secretion without taking into consideration or in-depth study of 
U1 and U2. Furthermore, DT technique is the preferred 
technique to be employed when analyzing insulin sensitivity 
without identifying the insulin secretion.   
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Fig. 3. Supervised learning (classification techniques) 
 

Selection of data proves to be crucial in determining which 
technique is best suited for each finding. In the analysis of 
insulin sensitivity, the input data is merely physiological data 
such as anatomical function and also the metabolic state of the 
participants. In theory, DT is used to categorize or make 
predictions based on research objectives. Thus, with DT, the 
model is trained and tested on a data set that contains the desired 
categorization. 

For the analysis of insulin secretion models, DT has a number 
of benefits, including interpretability, the capacity to manage 
non-linear connections, the ability to handle missing data, 
feature selection, robustness, and ease of implementation. DT 
are quite interpretable, which makes it simple for researchers to 
comprehend the connection between insulin secretion and the 
many contributing components, such as blood glucose levels, 
eating habits, and physical activity. Since the relationship 
between UN and other parameters is frequently non-linear, DT 
is useful in modeling complicated and non-linear correlations 
between variables in analyses of UN [56]. Moreover, DT can 
deal with missing data, which is frequently a problem in 
analyses of UN models since it can come from a variety of 

sources, including forgotten meals, missed insulin injections, or 
data collection mistakes [57, 58]. 

 
Fig. 4. The Most Chosen Machine Learning-Based Strategies in UN Study 
 
The most significant determinants affecting insulin secretion 

can be found using DT, which is helpful in creating focused 
interventions to increase UN and regulate blood glucose levels 
in patients [59, 60]. Since the relationship between UN and other 
factors may not be fully known, DT are well suited for UN model 
analysis because they are relatively resilient to noisy and 
inconsistent data. DT are accessible to academics and 
physicians who may not have substantial machine learning 
knowledge due to their simplicity of implementation. 

For the investigation of UN models, RF have a number of 
benefits, such as increased accuracy, the capacity to handle 
high-dimensional data, robustness to noisy data, feature 
importance determination, and interpretability [61]. These 
benefits make RF a viable tool for enhancing our knowledge of 
insulin production and creating successful therapies to enhance 
glucose control in diabetic patients[62]. By merging the 
predictions of many DT, RF can increase the precision of UN 
model analysis. This can lessen the overfitting and volatility 
that come with using a single DT. 

In analyses of UN models, where numerous factors might 
affect UN, high-dimensional data can be handled by RF. Due to 
the intricate and unpredictable nature of UN, RF are more 
resilient to noisy and inconsistent data, which is typical in UN 
model research [63]. In order to create tailored interventions to 
increase UN, it is possible to employ RF to assess the relative 
significance of several parameters in predicting UN. Even 
though RF can be more complicated than individual decision 
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trees, they nonetheless offer some interpretability by enabling 
researchers to determine which elements are most strongly 
influencing the prediction. 

Despite the advantages and disadvantages of these 2 
techniques in identifying the participants specific UN profile, 
there should be a thorough study on utilizing these supervised 
machine learning techniques (DT or RF) in identifying the 
participants specific UN profile based on 2 critical inputs; 1) 
glucose excursion and 2) anatomical function (age, sex and 
body mass index). It is known that the regulation of BG by UN 
is controlled by a physiological close-loop feedback-control 
system [64]. Thus, by employing the BG profile as an input, 
hypothetically it would provide a better identification of UN 
profile. Additionally, by characterizing the U1 and U2 as a 
function of participants’ anatomical characteristics, it would 
further improve the estimation of UN profile. 

 
IV. CONCLUSION 

On five bibliographic databases, a total of 30 out of 97 papers 
that analyze the UN using machine learning-based methods 
could be found. When quantifying the UN profile in relation to 
the metabolic state of the individuals, DT and RF are the 
preferred options. More succinctly, it is understood that the 
available input data has a direct impact on the techniques that 
are chosen. Hypothetically, by combining all these input data, 
it would provide further insight into the pathogenesis of this 
diabetes. With the use of classification and regression 
techniques under supervised learning, further validation with 
larger and different cohorts as well as BG profile and 
anatomical function as inputs can further improve the early 
diagnosis capability. A successful outcome would provide 
valuable and direct information of pancreatic β-cells activity 
(UN production) towards discriminating the metabolic status of 
an individual that leads to improved healthcare and wellness 
through individual specific therapies and proper management 
of diabetes. 
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