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Abstract—Every single device responds differently to each 
disturbance, in addition, electrical devices themselves, at times, 
cause PQ disturbance. Recent studies are focussed on signal 
processing and classification method of PQ disturbances. The aim 
of the study is to find the best combination method of classifying 
multiple PQ disturbances. 80 papers were reviewed in this study. 
The papers are grouped into several categories related to  signal 
processing and classification method. In this study, an Excel 
spreadsheet was used to outline the strengths and the weaknesses 
of the classification methods disscussed in the papers. It is found 
that the close similarity of characteristic hinders quality detection 
of PQ disturbance and secondly, previous researchers have chosen 
limited features extraction hence the lack of information for 
performing detection. Therefore, a development of modified 
methodologies is needed in improving the robustness in features 
extraction and better performance of PQ disturbances classifier. 
For future studies, it is suggested to focus on Stockwell Transform 
and Support Vector Machine combination in the methodology. 
 

Index Terms—Power quality, power quality disturbance, signal 
processing, features extraction, classification technique. 
 

I. INTRODUCTION 
OWER system includes power generation, transmission 
line, and lastly, distribution [1]. Power system has been 

improved parallel to the development of countries and the 
manufacturing of electrical machines [2], [3]. In the last a few 
decades, electrical machines have reduced in size, yet are more 
efficient [4], [5]. The reduction in size requires these machines 
to utilize more power electronic devices such as integrated 
circuits.  
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The size reduction is in accordance with the economic 
competition for products in terms of supply continuity, voltage 
quality and commercial services [6]. Power quality is an 
important aspect of a power system. This is very important in 
demonstrating the efficiency of the power system. Initially, PQ 
disturbances affecting the electricity supply were considered 
acceptable.  

However, it is now considered a problem to users as the 
concern falls on both the equipment itself as well as the 
electricity consumption [7]. This is so as PQ disturbances can 
lead to malfunctions of equipment as well as affecting the 
power quality hence resulting in high electricity consumption. 
The growth of electrical equipment which does not achieve the 
outlined specification can give rise to the possibility of 
disturbances to occur. Besides, the use of power electronic 
devices and non-linear load usually lead to more complex 
problems in power quality in terms of poor power factor and 
unstable voltage [8]–[10]. 

For many years, studies on power quality (PQ) disturbance 
detection and classification have been published and the field 
of the study is growing. An accurate detection of PQ 
disturbance is necessary for precise classification and further 
mitigation process [3], [11]–[13]. The challenge is more 
complex due to the growth of technology, which has become a 
concern when it comes to better PQ.   

The characteristics of the electricity at any point in an 
electrical system, considering a few parameters such as voltage, 
current, frequency, or waveform (including phase shifted), are 
known as PQ  [13]–[15]. Originally, the waveform of power is 
a perfect sinusoidal which operates at 50Hz rated frequency, 
with rated voltage of, for example, 0.4kV, 11kV, 22kV, 33kV, 
132kV, 275kV, and 500kV. Distribution system is expected to 
be capable of conveying quality power to end user. Therefore, 
researchers are working to find ways to mitigate the PQ 
problems to minimize the impact of PQ disturbances [16], [17]. 
Voltage sag, voltage swell, harmonics, momentary interruption, 
flicker, notch, spike, and transient are disturbance phenomena 
in power line [18], [19]. To make matters more complex, two 
or more disturbances can occur simultaneously and they could 
also take place together with or without noisy environment. 
These combinations are known as multiple disturbances [20], 
[21]. These disturbances may cause problems related to PQ, 
leading to product lifetime reduction, malfunction, stability 
problems, and equipment failure [2], [22]. The economic value 
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is a strong reason for the need to overcome PQ disturbance 
problems.  

There are two steps to improve PQ. First, recognizing the 
behaviour of each disturbance by analysing the signal, and 
secondly, classifying the disturbances using techniques or 
algorithm. These need to be considered so that characterization 
and classification of disturbances from raw data can be done.  

As per discussed, the present paper aims to uncover 
techniques for detection and classification of PQ disturbance. 
The reason behind these are to get better insights for better 
mitigation of PQ disturbance. 

II. DISTURBANCE IN PQ 
Every single device responds differently to each disturbance, 

in addition, electrical devices themselves, at times, cause PQ 
disturbance. Voltage waveforms can reduce, increase, fluctuate, 
or distort due to controlled or uncontrolled conditions [23]. This 
will affect the system such as blinking lamp, unintended trip, 
and reverse rotation of motors. 

There are two classifications for PQ disturbance, which is 
stationary (e.g. harmonics, inter-harmonics, and flicker) and 
non-stationary PQ disturbance (e.g. transient, notches, and 
impulsive waveforms) [24]. Stationary means has a constant 
variance independent of time and non-stationary are 
unpredictable data. Basically, the most affected party, when it 
comes to PQ disturbance, are the end users. However, service 
providers and manufacturers also need to play their role in 
providing a quality and safe environment in the using of 
electricity. 

Most power networks, multiple disturbances may appear 
concurrently and most are superposition (individual PQ 
disturbance may take place simultaneously with another 
disturbance and they may occur non-linear to each other) [25], 
[26]. Due to the complex disturbances, multiple disturbances 
become an interesting and focused area compared to single PQ 
disturbance. Another challenge in multiple PQ disturbances is 
the unexpected possibility of disturbance contributing to the 
growth in the study perspective. Therefore, in classification 
techniques, focus should be given on improvements in terms of  
high rate of recognition, flexibility and consistency [7]. A few 
weaknesses are found in the existing techniques. Fourier 
Transform (FT) didn't perform well in extracting PQ 
disturbance features which are mostly non-stationary signals 
due to its reliance on the resolution of the window size and it is 
not suitable to obtain the values of amplitude and frequency due 
to leakage. Short-Time Fourier Transform (STFT) suffers from 
inadequate transient signal description due to a fixed window 
size. Wavelet Transform (WT) capabilities on the other hand, 
are often significantly degraded in actual practice in noisy 
environments.  

III. SINGLE DISTURBANCE 
The Single disturbance is an occurrence where only one PQ 

disturbance is taking place at the specific time. Examples of 
single PQ disturbance are discussed according to IEEE standard 
1159 [27], including:  

A. Sag 
A sudden reduction in magnitude is known voltage sag or 

dip. The occurrence is common in the electric use which is 
caused by Root Means Square (RMS) reduction due to the 
reduction of the AC line voltage of 10% to 90% of the nominal 
line-voltage at certain power frequencies in the period of half 
of a cycle to 1 minute. Switching on a heavy load, large 
induction motor starting, or transformer energization are 
example events causing voltage sag. 

B. Swell 
Swell is a condition caused by the increase in RMS caused 

by AC line voltage increment of 110% to 180% of the nominal 
line-voltage at a certain power frequency in the period of half 
cycle to 1 minute. Switching off a heavy load and large 
capacitor bank are examples of causes of voltage swell. 

C. Transient 
Transient mainly occurs in switching events or due to 

environmental effects. This may be due to the changes in 
polarity or due to the condition of the waveform, being in 
additive or subtractive state. Transient occurs when a voltage or 
current undergoes a sudden change in the power system. 
Transients is a short-term event in which, the characteristics are 
determined by resistance, capacitance, and inductance of the 
power system network at a certain point. The main 
characteristic defining transient is the peak amplitude, the 
increase time, the decrease time, and the oscillation frequency. 

D. Interruption 
Interruption is a reduction in line-voltage or current of less 

than 10% percent of the nominal in the duration of half cycle to 
1 minute. The failure of the control relay or protection 
technique, equipment, or any other systems could contribute to 
interruption. 

E. Notch 
A steady state phenomenon is known as notch. Notch is a 

periodic supply of voltage caused by power electronic devices 
such as converters, rectifiers, or universal bridges. This happens 
due to current commutation from one phase to another. 

F. Flicker 
A variation of the input voltage sufficiently over time 

allowing visual observation of the change in intensity of the 
electric light source is called flickering. Quantitatively, flicker 
may manifest as there are changes in voltage over the nominal.  

G. Harmonics 
Harmonic is a condition where a component’s frequency in 

multiplication of the fundamental frequency at certain peak 
points. Harmonic is divided into several types, which are 
Triplen Harmonics, Zero-Sequence Harmonics, Inter-
Harmonics, and Subharmonic. Power electronic devices or non-
linear loads are the main cause of harmonics. 
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H. Noise 
Noise is self and mutual inductances. Electrical noise is an 

unwanted electrical signal that produces an unwanted effect on 
the circuit of the control system in which it occurs. 

IV. MULTIPLE DISTURBANCES 
Multiple disturbance is a combination of two or more 

disturbances (with or without noise) occurring simultaneously 
at the same point [28]–[30]. A few combinations were 
discussed (e.g. Sag with Oscillatory Transient, Oscillatory 
transient with Swell, Sag with Notching with Oscillatory 
Transient, Harmonics with Notch with Swell, and Notch with 
Oscillatory Transient with Sag with Harmonic) [5],[22],[23]. 
PQ disturbances are results of heavy load switching, use of 
power electronic devices, non-linear loads, and line faults [3]. 
Computers, workstations, and programmable logic controller 
(PLC) are examples of sensitive equipment prone to miss 
operation and susceptible to damage if PQ disturbance occurs.  
Lightning strikes causes trips as multiple PQ disturbances such 
as voltage sag and transient occur during its events [33], [34]. 
The change in the lifestyle also provide impact to the power 
quality [35]. In concordance to this, the multiple PQ disturbance 
could occur due to the growth in electrical appliances users. The 
situation leads to the occurrence of voltage sag with harmonics. 
The growth of heavy industry, oil and gas industry, and 
manufacturing are resulted from foreign direct investment and 
the government policy [36]–[39]. Hence, this results in multiple 
PQ disturbance such as transient with harmonics as this is 
always the problem with industrial equipment. 

Multiple PQ disturbances come in combinations. With 
multiple possible combinations of PQ disturbance and a close 
characteristic of each other, multiple disturbances become more 
complex in the detection stage, also known as features 
extraction. Studies conducted had to filter the multiple 
disturbances repeatedly with a combination of few techniques 
to get a good feature for excellent use in the classification step.  
Encoder-Decoder Temporal Convolutional Neural Network 
(EDTCNN) consists of a number of temporal convolutional 
layers, maximum pooling layers, and fully connected layers in 
architecture. Twenty nine classes were classified in which, 
eight of them being single disturbances and the rest being 
multiple disturbances [29]. This is quite complex as twenty-
nine classes (a large number) were introduced. This is, 
however, beneficial as high number of single and multiple 
disturbances can be predicted. More so, this study reveals a 
result with high levels of noises (20dB to 40dB). 

Change Detection Filter Technique (CDFT) was used in the 
detection method in [40]. This seems easier in extracting 
features than EDTCNN by proposed parameters with eight 
indices were considered. These include energy, entropy, root 
mean square, mean, standard deviation, kurtosis, variance, and 
maximum peak as classes used. Only six single disturbances 
and 2 multiple disturbances were discussed in this paper. 

Multiple Window Time Window (MWT) spectrum 
estimation is presented to investigate the Time Frequency 
analysis (TF) in [41]. MWT is more reliable in extracting 

features when compared to EDTCNN and CDFT. This is 
because by analyzing the local power and local frequency 
comprehensively, identification of any PQ disturbance can be 
achieved more precisely. In the study, four feature statistics are 
used to describe the properties of each PQ disturbance (DP = 
minimum level of the local power, SP = the symmetry of the 
probability distributions of the local power, HP = 
autocorrelation characteristics of the local power, and Hf = the 
and local frequency). This method requires only four feature 
statistics reflecting the relatively fast in term of computational 
time. 

V. SIGNAL PROCESSING FOR FEATURES EXTRACTION 
 
 
 
 
 

 
 
 
 

Fig. 1: Signal Processing Methods. 
 

Raw data can be analyzed, modified, and synthesized by 
signal processing (SP) [42]–[45]. SP will be utilized to extract 
the raw data to a suitable feature for a selected classification 
technique. Figure 1 shows the common methods among 
researchers for SP include Fourier Transform (FT), Short-Time 
Fourier Transform (STFT), Wavelet Transform (WT), Wavelet 
Packet Transform (WPT), Hilbert Transform (HT), Hilbert–
Huang Transform (HHT), S-Transform (ST), Fast Discrete 
Orthonormal Stockwell Transform (2D-FDOST), Variational 
Mode Decomposition (VMD), and Adaptive Linear Neuron 
(ADALINE). 

The Hilbert-Huang Transform (HHT), is proposed based on 
the energy generated by each disturbance, a distorted waveform 
is decomposed into eight levels of intrinsic mode functions  
[46]. Each PQ disturbance has its uniqueness extracted sub 
signal symbolized as a very important fingerprint for the 
classification process, considering that these disturbances are 
considered a short term variation. The main factor in feature 
extraction is analyzing the original distorted power signal to 
produce an instantaneous amplitude and instantaneous 
frequency for the targeted disturbance. Great feature extraction 
processer called empirical mode decomposition (EMD) is 
found in HHT resulting in HHT to be able to perform frequency 
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of effective time method for analyzing and detecting the non-
stationary signals. In EMD, a non-stationary signal in time 
domain can be decomposed into an array of sub-signals. Other 
than that, EMD has the ability to separate the attached 
frequency to each PQ disturbance and the mean value of these 
envelopes is zero. Besides that, HHT assimilates the advantages 
of various Wavelet Transform resolutions, and overcomes the 
difficulty of selecting wavelet bases. On the other hand, due to 
end effect and mode mixing that comes with HHT in predicting 
the number of Intrinsic Mode Functions (IMF), HHT is also 
considered to be complex. Adding to its complexity, HHT also 
has no supporting mathematical theory prone to low access, and 
is sensitive to noise. 

The Variational Mode Decomposition (VMD) is also 
proposed in a study [47]. VMD is more robust to noise, making 
it better than HHT as it is able to isolate high frequency signals. 
PQ signal can be decomposed into different modes which is 
diverse in spectrum. The starting and ending point of a PQ 
disturbance can be identified as VMD introduces higher level 
modes. The duration of PQ event can also be measured by 
choosing the appropriate threshold. However, VMD also 
suffers from complexity due to the mode features (e.g. Mode 
Central Frequencies (Mcfs), Relative Mode Energy Ratios 
(Rmers), Instantaneous Amplitude (IA), and Number of Zero 
Crossings (Zcs)) which need to be considered in discriminating 
PQ disturbances effect. 

Arithmetic mean, geometric mean, harmonic mean, standard 
deviation, skewness, and kurtosis are statistical properties for 
time frequency basis presented in [48] for feature extraction 
stage based on 2D Fast Discrete Orthonormal Stockwell 
Transform (2D-FDOST). Two types of feature vectors were 
chosen which are energy-based (energy, entropy, and log-
energy entropy) and 2D-signal processing (homogeneity). By 
calculating the amplitude and phase matrices, the feature vector 
was created in the 2D-FDOST result. The 2D-FDOST 
advantage is it is less complex in calculating the feature 
extraction stage compared to 1D Transformation as proposed 
by [11], [29]  and K-Nearest Neighbour (KNN) from machine 
learning methods which provides genetic diversity with less 
complex calculation of fitness function. However, the result 
shown is as good as 1D-signal processing method. 2D-FDOST 
however, although not as complex as 1D-signal processing 
method, still suffers from the complexity as HHT and VMD and 
is still time-consuming. 

ADALINE is used in extracting signals from noisy 
environments, model identification, and linearizing nonlinear 
problems [52]. Harmonics estimation is assumed based on the 
Fourier series. This is considering that the sum of all harmonic 
component is the fundamental frequency, and the amplitude and 
phase angles are unknown. The performance using ADALINE 
is compared to VMD [31], and VMD provides a better result  
for double disturbances in noisy environment, where 
ADALINE shown 86.23%, meanwhile VMD shown 99%, in 
average. However, ADALINE also has a drawback as it is time 
consuming and it becomes more challenging when it comes to 
troubleshooting. 

The less time-consuming technique is Stockwell Transform 
(ST). ST results in a two-dimension matrix with complex 
elements presented in a size of N × M matrix elements with a 
selected power frequency. A data window of the selected 
number of cycles simulates the disturbance. In the result, their 
magnitudes and frequencies in their duration of test characterize 
these disturbances [22], [53], [54].  

Among all of the techniques, ST is the most powerful signal 
processing method in extracting features in single or multiple 
PQ disturbances as mentioned by [11], [34]. ST provide the 
solution to overcome the drawbacks on FT and STFT, in which 
they cannot adequately analyse transient phenomenon due to 
fixed window sizes. Besides that, ST fixes the problem of the 
presence of electrical noise in WT, Continous Wavelet 
Transform (CWT), Discrete Wavelet Transform (DWT) which 
significantly affect the performance. In addition, ST acts as an 
extension of WT covering the major drawbacks in WT. The 
major drawbacks of WT are the inability to select an appropriate 
mother wavelet for different PQ disturbances and the difficulty 
to fix the number of levels of decomposition. WT is also not 
suitable in the analysis of high-frequency signals with relatively 
narrow bandwidth. ST has the capabilities to solve problems 
faced in other methodologies as it is easy to structure and 
requires minimal computational complexity. 

VI. CLASSIFICATION ALGORITHM 

 
Fig. 2: Types of Classification Algorithm 
 

After extracting the features, the second step is to recognize 
by classifying the type of single or multiple disturbances in PQ. 
This step is known as classification technique. Each of the 
disturbances has its own characteristics which will be figured 
out in this stage. Figure 3 shows a block diagram of the journey 
for the detection and the classification of PQ disturbances. 

The most common methods to classify the disturbance signal, 
as can be observed in Figure 2 are Neural Network (NN), 
Decision Tree (DT), Support Vector Machine (SVM), Fuzzy 
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Decision Tree (FDT), Artificial Neural Network (ANN), and 
Extreme Learning Machine (ELM).  

 
 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3: Block diagram of steps for detection and classification of PQ 
disturbances. 

 
Feedforward Neural Network (FFNN) was proposed in [56]. 

Through four outputs, it indicates a parameter of each of 
disturbance, whether it is single or multiple disturbances. By 
setting the neuron outputs, the disturbance exists if the value is 
one, and no disturbance found if the value is zero. To force the 
output to either one or zero, a threshold of 0.5 is chosen.  

A different approach was taken by [46] where FFNN is based 
on multiplying inputs with their weights. Seven PQ 
disturbances were extracted where each one of the events has 
its own neural. The results of features solve the issues in the 
database, hence solving other problems in learned results.  

Experimental results are faster to acquire and are more 
accurate in disturbance classification when employing ELM 
[57] compared to FFNN. Also known as a single hidden layer 
network, ELM is good at generalizing capabilities and has a fast 
learning capacity. Due to the random determination of hidden 
biases and the input weights, more hidden neurons are required. 
This reflected the sufferings in determining suitable hidden 
biases and input weights, in order to get a solid performance. 

DT is applied in [31] as a method for classification of PQ 
disturbances. It is able to separate noise from disturbance 
features while detecting the existence of single or multiple 
disturbances independently. Based on center frequency with a 
tolerance band of ±5Hz, detection can be done on stationary 
features. This center frequency can also determine the 
fundamental frequency and mode decomposition error even in 
strong noise level conditions. For suitability in flicker detection, 
the frequency is narrowed down to ±2Hz. DT methods reveal 
cumulative errors in the process of the iterative classification of 
all disturbances. 

DT based on Perceptron’s and Bayesian classifier is also 
presented in[58]. The possibility of the proposed method was to 
classify twenty classes of multiple and isolated disturbances. 
DT is also proposed in [12] mentioning that it splits the training 
data with the maximum possible distinction via a large number 
of nodes. The optimal tree obtained according to the node 
splitting is always guided by certain metrics. 

SVM is a learning algorithm which is used in solving 
regression problems and small sampling data classification 
[59]. The nonlinear classification via the introduction of kernel 
function is the main idea of SVM. To construct the optimal 
classification of hyper plane in the space, the interval between 
the positive and the negative samples is made to obtain the 
maximum value.  

Based on the study, SVM is chosen for classification method. 
In high dimensional spaces, SVM performance is better 
compared to NN. The strength of SVM is caused by the kernel 
trick. With an appropriate kernel function, complex problem or 
non-linear data can be solved efficiently. In addition, SVM is a 
stable model, where a little change to the data does not affect 
the performance of SVM. Moreover, SVM is faster in training 
and robustness to noise. 

VII. SIGNAL PROCESSING AND CLASSIFICATION ALGORITHM 
FOR MULTIPLE DISTURBANCES 

There are two steps to be taken before the types of 
disturbance can be identified. The first step is signal processing 
or features extraction which is to extract the relevant features 
and to identify the detection threshold for classification from 
the voltage signals (with or without noise) and PQ disturbances 
[60], [61]. Researchers must use a strong signal processing tool 
as feature extraction is the most important part in the detection 
and classification of different types of disturbance. The next 
step is the classification method. This is employed to extract 
and classify the PQ events’ characteristics. The review of the 
studies reveals that signal processing can be combined to yield 
some advantages and better results for methods discussed. The 
studies discussed certain combinations such as ADALINE and 
Feedforward Neural Network (FFNN), S-transform and a Rule-
Based Decision Tree (RBDT) and ANN, S-transform and 
Multi-Resolution Analysis (MRA), Variational Mode 
Decomposition and Decision Tree, and Time Frequency 
Analysis (MWT) and Decision Tree. Table 1 presents a 
combination of signal processing and classification algorithm, 
with advantages outlined in the paper. 
 

TABLE I 
COMBINATION OF SIGNAL PROCESSING AND CLASSIFICATION ALGORITHM 

No
. 
 

Combination of 
signal 
processing 
classification 
method 

Advantages Disadvantages 

1 ADALINE and 
Feedforward 
Neural Network 
(FFNN) [52] 

The use of NNs allows 
obtaining good results 
in noisy environments 
due to the high 
immunity to noise of 
an NN. The 
methodology can be 
easily expanded for 
three-phase power 
systems. 

Training and testing 
is time consuming. 
Linear nature of 
ADALINE may 
result in inaccurate 
predictions 

2 S-transform and 
a Rule-Based 
Decision Tree 
(RBDT) and 
ANN [22] 

Features extracted 
from contours of the S-
matrix are effectively 
used for the automatic 
classification of the PQ 

ST Suffers from 
mode mixing 
problem, huge 
calculation 
complexity and 

Raw data Signal 
processing 

Detection of 
various type of 
disturbances 

(single or 
multiple) 

disturbances 

Features 
extraction 

Classificaion 
technique 

Features 
extraction 
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disturbances. The 
ANN and rule-based 
decision tree, is an 
effective and 
intelligent technique 
for the PQ monitoring 
instruments. 
 

excessive 
dependence to power 
quality signals. 

3 S-transform and  
Multi-
Resolution 
Analysis 
(MRA) [62] 

The proposed 
approach using S-
transform can 
effectively be applied 
to detect various 
operational events and 
assess the PQ in a 
hybrid power system 
with RE penetration. 
 
 

Very  dependence to 
power quality signals 
and suffer to map a 
given function into 
an appropriate 
subspace before 
starting an MRA 

4 Variational 
Mode 
Decomposition 
and Decision 
Tree. [31] 

The potential ability of 
VMD technique to 
accurately estimate 
amplitudes, 
frequencies and phases 
of the fundamental, 
harmonic and 
interharmonic, and 
flicker components 
under mixture of other 
non-sinusoidal PQ 
disturbances, in both 
noise-free and noisy 
scenarios. The VMD 
with decision-tree 
based algorithm is an 
effective and efficient 
method for detection 
and classification of 
single and mixed PQ 
disturbances under 
noise-free and noisy 
environments. 

Suffer to mode 
mixing problem. 
DT suffer to very 
sensitive to the 
training set and 
sensitive to noise. 
DT also suffer to 
fragmentation 
problem causes 
partitioning of the 
data into smaller 
fragments.  

5 Multiple 
Window Time 
Window 
(MWT) and  
Decision Tree. 
[41] 

The feature-extraction 
algorithm can acquire 
the target statistics of 
different PQ 
disturbances using TF 
analysis. the proposed 
method requires only 
four feature statistics, 
and the computational 
cost is relatively small, 
and it also has 
implications for 
conquering the 
challenges faced in 
modern smart grids. 

DT suffer to very 
sensitive to the 
training set and 
sensitive to noise. 
DT also suffer to 
fragmentation 
problem causes 
partitioning of the 
data into smaller 
fragments. 

6 Histogram of 
Oriented 
Gradients and 
Support Vector 
Machine. [63] 

Has less processing 
time since this 
technique can be 
applied to multiple 
events occurring at 
same time. All the 
events have been 
generated synthetically 
as per IEEE standards 
so the results obtained 
are highly reliable. 

SVM suffer on 
selection on 
appropriate kernel 
and its parameters 
and expose to 
multiclass problems. 

7 Variational 
Mode 
Decomposition 

Computationally 
RKELM is much 
efficient, and has a 

Suffer to high 
training time and 
difficult to choose 

(VMD) and 
Fischer liear 
discriminant 
analysis (FDA) 
and Reduced 
Kernel Extreme 
Learning 
Machine 
(RKELM). 
[47] 

faster response, with 
lowest training time, 
for almost all the 
multiclass power 
system disturbances. 
KELM has better 
generalisation 
capability than basic 
ELM. The most 
important point in 
KELM is that volatility 
does not occur in it. 

the best kernel 
function for better 
result in 
classification. 

8 Fast S-
Transform 
(FST) and 
Extreme 
Learning 
Machine 
(ELM). [64] 

The statistical based 
features of the FST 
amplitude matrix 
remain more 
observable and logical. 
ELM has the ability for 
online PQ disturbances 
classification 
automatically. 

Suffer to select 
discriminative 
features that can 
describe, detects and 
recognizes the main 
characterization of 
the disturbed signals 
for better efficiency. 

9 Variational 
Mode 
Decomposition 
(VMD) and 
Random 
discriminative 
projection 
extreme 
learning 
machine for 
multi-label 
learning 
(RDPEML. 
[65] 

The RDPEML could 
achieve better 
classification 
performance compared 
with several state-of-
the-art multi-label 
algorithms, but with 
far lower 
computational costs 
(training time). 

Suffer to high 
training time and 
difficult to choose 
the best kernel 
function for better 
result in 
classification. 

10 Tunable-Q 
wavelet 
transform 
(TQWT) and 
Multiclass 
support vector 
machines 
(MSVM). [14] 

Excellent 
decomposition, less 
number of features and 
computationally 
efficient.  

Suffer to tuning of Q 
and r is decided on 
the basis of 
interharmonics 
present near 
fundamental 
frequency 

 
ST and SVM are the combination of technique chosen for 

next study. An advantages of ST will give a good result in 
extracting data [66]. With good extraction features, it is hoped 
that each interruption may show different behaviors, in terms of 
output waves or other forms of output, that are expected to be 
found in the future. Based on ST results, SVM will classify the 
disturbances. Finally, to confirm this combination is better than 
other combinations, comparisons with other techniques are 
taken into account, based on the papers that have been 
published. 

VIII. CONCLUSION 
This paper deals with a review on past studies on detection 

and classification of PQ disturbances in the electrical power 
system. The main objective of this paper is to provide a 
comprehensive understanding on papers cited, focusing on the 
methodologies on features selection and classification methods. 
Despite the number of papers published in this area in the recent 
years, the researcher is still interested to venture in this field 
even though it has been a widely discussed in publications as 
there are still rooms for improvements. This is due to the 
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concern of PQ among manufacturers and users in which it is 
still growing.  

In the case of multiple PQ disturbances, the close similarity 
of characteristic hinders quality detection of PQ disturbance 
[67]. Here, a few modifications can be made. First, signal 
processing creates a border distortion at the starting and the 
ending in the result. A few modifications can be made in the 
signal processing technique to minimize the border distortion 
especially in ST results as it has never been done before [68]–
[71]. Secondly, previous researchers have chosen limited 
features extraction hence the lack of information for performing 
detection [72]–[74]. Here, more numbers need to be considered 
to resolve confusions in acquiring a solid and consistent result 
in PQ disturbance detection. However, dealing with a large 
number of features are time consuming and requires 
complicated algorithms in the classification process. 
Alternatively, this problem can be resolved by employing 
statistical science such as analysis of variance (ANOVA), 
which can reduce the convolution process [75]–[77]. Lastly, the 
mitigation process can be done easily if the location of 
occurrence of PQ disturbance is identified [78]–[80]. If the 
source location of PQ disturbance can be detected, equipment 
contributing to PQ disturbances can be identified and the 
mitigation process can be performed more accurately, without 
interfering with the operations of other equipment. 

Therefore, for future venture, the development of modified 
methodologies based on ANOVA is needed in improving the 
robustness in features extraction and better performance of PQ 
disturbances classifier as it would provide a more 
comprehensive inclusivity of features of signal processing. 
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