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Abstract—The increasing usage of classification algorithms has 
encouraged researchers to explore many topics including 
academic-related topics. In addition, the availability of data from 
various academic information management systems in recent 
years had been increasing, causing classification to become a 
technique that is in demand by the educational institutes. Thereby, 
having a classification technique is important in researching the 
data of students’ performance. The problem during the 
classification of students’ performance is the lack of factors used 
to identify and evaluate their performance. Most of the articles 
used students’ grades as the most influential factor to predict 
students’ performance. Thus, more significant features are needed 
to evaluate students’ performance to improve the existing method. 
Due to the reason, a dataset is proposed to introduce some features 
that can affect the students’ performances. The dataset's features 
are based on online students’ activities during e-learning. This 
study will perform Analysis of Variance Test (ANOVA), Chi-
squared Test, Recursive Feature Elimination (RFE) and Extra 
Tree algorithm (ET) as feature selection methods to pre-process 
the proposed dataset that is considered raw data. The 
experimental results showed that ‘Answered all questions’, ’After-
class notes’, ‘Correct 3 and above’ and ‘In-class notes’ were the 
most significant features in evaluating students’ performance. The 
study is significant towards educational data mining in analysing 
the students’ performance during online students’ activities. 
 

Index Terms—Student performance classification, feature 
selection, ANOVA, chi-squared, recursive feature elimination, 
extra tree 

I. INTRODUCTION 
TUDENT performance has been a widely explored research 
topic in the past few years [1]–[5] due to exciting 

information that can assist educators and students, mainly when 
advanced algorithms are applied [6]. The growing research on 

student performance had involved variety of features in 
analysing the performance. Different authors used different 
features in conducting their student performance research. 
Some research used demographical features, students’ personal 
information to study the student performance [2], [4], [7]–[9]. 
Other research also used psychometric features that related to 
students’ behaviour and mental development during their 
studies [10]–[14]. Commonly, most of the research used 
academic features such as CGPA, internal assessment, External 
assessment, Examination final score and extra co-circular 
activities of the student as prediction criteria [1], [8], [15]–[18]. 
Thus, previous research showed that many categories of 
features can be used for analysing students’ performance. There 
was no specific features to study their performance as students 
would be influenced by socioeconomic, psychological, and 
environmental factors [19].  

The problem during the classification of students’ 
performance is one of negligence factors used to identify and 
evaluate their performance [8].Most of the research that studied 
students’ performance were narrowed to students’ grades and 
GPAs as features to analyse their performance instead of 
learning outcomes and other main factors that influenced their 
performance [5][20]. This can be prevented by using variety of 
features during a research. The weaknesses of having the 
solution is the used of many features might not coordinate well 
with the aim of a research because of the widely exposed 
features. The features used in a research should be varied 
especially in categories. The diversity in the categories of the 
features in a research is new and has yet to be explored. As a 
result, other determining factors could be found to identify the 
factors that influenced students’ performance.  

The advantages of having variation of features are the 
researchers can discover many possibilities of results and they 
also might discover that the actual outcomes are differ from the 
expected outcomes. New features that are used in research 
usually performed feature selection process during the pre-
processing stage. There are a few feature selection techniques 
that are used in the previous research; Analysis of Variance Test 
(ANOVA), Chi-squared Test, Recursive Feature Elimination 
(RFE) and Extra Tree algorithm (ET). ANOVA tests are widely 
used due to its capability that could choose high relevance 
features as stated in [21], [22]. This test can also be used to 
handle curse of dimensionality issue [23]. The advantage also 
applied to Chi-squared Test. Chi-squared Test are widely used 
in educational data mining (EDM) especially in analyzing 
students’ performance [24]–[28]. Besides, RFE is also 
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commonly used by many researchers due its ranking feature 
that made them easier to differentiate between the features. 
Some research that used this method were students’ 
performance [19], [29]–[31], early detection of at-risk students 
[32] and microarray gene expression [23].Besides, there were 
also research that applied Extremely randomised trees 
algorithm (ET), a tree based- ensemble method for feature 
selection method due to its generalisation ability [33]–[35].  

 New dataset was proposed to be utilized in this research. The 
objective of this research is to find out the significant features 
and to test the robustness of the new proposed dataset. The 
features were accumulated directly from the website that 
undergoes online learning, and all of them are based on their 
activities and learning outcomes during online classes. The 
proposed dataset consists of a few categories. Some categories 
such as accessing notes, exercises and assignments have sub-
categories to determine the students' behaviour and the 
outcomes of the assignments during the class. According to 
previous research, these categories are psychometric and 
academic factors that contribute to the performance of the 
students [36]–[46]. The proposed features are also from the 
same categories and more detailed on students' behaviour when 
accessing their notes and exercises. Prior to the proposed 
dataset; it is a raw dataset and has never been processed. Hence, 
a few feature selection methods will be carried out on the 
dataset to extract the significant features and examine the 
robustness of the data. Some significant features from the 
combination of psychometric and academic categories, were 
expected to be chosen after features selection process. The 
chosen features could be broaden as future references to analyse 
students’ performance.  

In this paper, feature selection on the proposed dataset had 
been performed. Several methods of feature selection methods 
such as ANOVA, Chi-squared test, RFE and Extra Tree, were 
discussed and applied to the dataset during the pre-processing 
stage. This research makes contributions to researchers and 
practitioners in students’ performance classification by 
introducing a new dataset that focuses on the academic and 
psychometric factors rather than grades to analyse the students’ 
performance. 

The rest of this paper is organised as follows. In Section II, 
presented the literature review of other researches on the 
features and methods used to study students’ performance. 
Section III elaborated the feature selection methods used in this 
research. Section IV was on result of the research. The 
conclusion on the paper is presented in section V. 

II.  RELATED STUDIES 
Studies on students’ performance are still progressing until 

the present day. It is important for universities or any 
educational sector to adapt to the students' growing 
development throughout their studies. Many data are used for 
student performance evaluation. However, no specific criteria 
or features can study students’ performance as each student has 
varieties of personalities and backgrounds with a different 
history that may impact their future studies [1]. Commonly, 
researchers used classification, a part of the data mining 
function, to study and gain more insights regarding student 
performance classification. 

Previous research showed that student performance studies 
involved various data used for the classification process. Due to 
this reason, there are a few distinctive categories that the 
researchers use to group each data; demographical factor, 
psychometric factor and academic factor. Demographical 
factors consist of gender/sex, family size, marital status, 
religion, place of birth, father occupation, mother occupation, 
father qualification, mother qualification, parental status, 
parental income status, attendance, the profile of previous 
education, address (urban/rural areas), college or school type, 
type of transport use, nationality, scholarship, internet and etc. 
A few research such as [47]–[56] used this category features to 
identify the impact of those features towards students’ 
performance. These features might have a good result in 
previous research. However, the features used were mostly 
about the students’ background rather than their performance in 
their studies. 

The psychometric factor is one of the factors that affect 
students’ performance. Generally, these factors involve the 
behaviour and mental development of the students during their 
studies [57]–[59]. A few examples of features categorised as 
psychometric features; students’ interest in the courses, 
attendance, engagement time, belief, self-esteem and more. A 
student’s interest in studying the courses was mentioned in a 
few research papers [11]–[14], [56], [60], [61]. Additionally, 
students' attendance during classes can also define the students’ 
determination towards their studies. Many research used the 
attendance attribute to become one of the factor to affect the 
students’ performance [11], [14], [39], [44], [49], [62]–[66]. 

The academic factor is the most used feature to evaluate 
students’ performance. One of the features that frequently used 
in previous research is students’ grade or Grade Point Average 
(GPA) [67]–[72]. GPA is used as a leading indicator of 
students’ performance by the researchers, and it is usually 
measured on a scale with a specific range depending on the 
academic institution [71]. Academic attributes also include 
internal assessment such as lab work, assignments, quizzes, 
materials, etc [61]. External assessment is defined as marks 
achieved by a student in the final examination. Research stated 
that by giving students internal assessment, they tended to be 
more successful when they thoroughly studied the material and 
finished the homework given by the teacher. Thus, that can be 
concluded that the assessment can positively affect the 
students’ performance [66]. 

Students’ online activities already existed in previous 
research. In [9], the researchers used three different features 
categories to analyse students’ performance; demographic, 
engagement and past performance. The results showed that 
engagement and the past performance had the highest accuracy 
in affecting the students’ performance. Other research also used 
a few features that belong to the academic and psychometric 
categories such as number of view course content [73], number 
of each access to learning dashboards [73], total time spent 
online [73], student engagement in course [8][74], online 
session assessment [74], students’ activity log [67] and more. 
The researchers widely use both these categories to attain the 
factors that can affect the students’ performance.  
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Feature selection is a process used in which a part of the 
features available from the dataset are chosen for the machine 
learning algorithm [75]. The application of the process occurs 
during the pre-processing stage. The feature selection process's 
objective is due to its effectiveness in reducing dimensionality, 
removing irrelevant data, and increasing learning accuracy and 
efficiency[75]–[82]. These advantages are significant when 
dealing with raw or high-dimensional datasets as they are prone 
to irrelevant and redundant data, as stated in [75] and was 
eventually caused the machine learning techniques to decrease 
performance. Research [80] stated that when the data 
dimensionality rises, the data required to provide a reliable 
analysis grows rapidly. This phenomenon is known as “the 
curse of dimensionality”. Thus, it is crucial to have feature 
selection process so that the insignificant features of the data 
can be removed and therefore, increase the performance. It also 
caused the running time of the learning algorithms to reduce 
[78]. For this research, four feature selection methods are 
chosen; ANOVA test, Chi-squared Test, RFE and feature 
importance using ET. 

ANOVA test is one of the feature selection methods used in 
latest research. This test is applied by comparing the ‘multiple 
means’ values of the dataset and visualising any significant 
difference between mean values of multiple groups (classes) 
[21]–[23]. However, it does not determine which group is 
significantly different [83]. If the test is significant, it shows 
that the means of at least one pair are different, but not which 
pair or pairs which requires additional tests [83]. ANOVA tests 
are widely used in various applications such as audiovisual 
emotion recognition [22], microarray gene expression [23], 
student analysis [84] and more. 

Chi-squared Test is a univariate feature selection algorithm 
used to test independence and estimate whether the class label 
is independent of a feature [24]–[27]. This test has two main 
phases of this algorithm. In the first phase, consistency 
checking is performed as the stopping criteria, whereas in phase 
two, the results of phase one are checked. It continues until 
there remain no attributes for merging [26]. According to [28], 
Chi-squared Test is utilised to obtain the significant connection 
between two categorical variables. In addition, this method 
belongs to the filter method category. It uses a ‘proxy measure’ 
calculated from the general characteristics of the training data 
to score features or feature subsets as a processing step prior to 
modelling [85]. The advantages of having the filter method are 
that it can run faster, and any features chosen by the method can 
be passed to any modelling algorithm [85] 

RFE involves the process of looping, and this method 
belongs to wrapper methods of feature selection. The advantage 
of having this method is the ability to rearrange the order of 
significant features through rank [29], [32]. While at each 
iteration of the loop structure, the less significant features will 
be eradicated [23]. The looping application structure is due to 
the variation in the significance of features at each iteration by 
removing less significant features [86]. However, RFE has a 
high computational cost. Due to the reason, a few variants are 
introduced to speed up the algorithm. Removing many features 
in each iteration can speed up the process rather than removing 

only one least important feature at every iteration [23]. This 
method is applied in many kinds of research, including 
educational sectors such as students’ performance [19], [29]–
[31], early detection of at-risk students [32] and microarray 
gene expression [23]. 

The Extra Trees algorithm (ET) is a tree-based ensemble 
method for supervised classification and regression problems 
[33]. This algorithm builds randomised trees whose structures 
are independent of the output values of the learning sample. 
According to [87] and [34], this ensemble learning technique 
aggregates the results of multiple decorrelated decision trees 
collected in a “forest” to output its classification result. ET also 
belongs to the embedded method group, which combines filter 
and wrapper methods [87]. The benefit of having this algorithm 
is its efficiency in computational, and the variance of the 
decision tree can be reduced, hence increasing the 
generalisation ability [33][34][35]. There are a few studies that 
used this method in the educational sector, such as exploring 
the high potential factors that affect students’ academic 
performance [88], predicting students’ performance [89], 
supporting students’ engineering design [90] etc. 

Previous research demonstrated that ANOVA, Chi-squared 
Test, RFE and ET are frequently used as feature selection 
methods during the pre-processing stage of the research [19], 
[29]–[32], [84], [88]–[90]. Thus, these methods are employed 
for the new proposed dataset to examine the robustness of the 
data; in addition to ensure the dataset is applicable to various 
studies.  

In conclusion, the three categories of attributes, 
demographic, psychometric and academic, are easy to obtain as 
the previous researchers were already using the attributes 
widely. The proposed features are also from the similar 
categories; however, they are more in-depth on students' 
behaviour during their online classes. The similarity in the 
categories of attributes between the proposed features and the 
features used in previous research will ensure the validity of 
using the attributes as a dataset for the current research on 
student performance classification. The only difference 
between the features is the variety in the groups of the proposed 
features, which focuses on the students’ psychometric effect 
and knowledge towards their courses. This will contribute new 
findings on the student performance research regarding online 
student activities data's effect on their performances. Thus, the 
proposed features are suitable for student performance 
classification as previous researchers were already studying the 
categories. 

III. METHODOLOGY 
This section is separated into several sections, begin with the 

overview of the whole process as shown in figure 1, data 
collection, feature selection process followed by theoretical 
background of the feature selection techniques used in the 
research. The intelligent technique was then conducted in 
Python in Anaconda Navigator (Anaconda3) platform. The 
techniques that were used in this research; ANOVA, Chi-
squared Test, RFE and ET. 
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A. Flowchart of the Process 

 
 

Fig.  1. The Flowchart of the Process 

B. Data Collection 
The new data is extracted from a website that performs online 

learning for computer course. The collected students’ data 
consisted of 101 students from semester three of School of 
Electrical Engineering of Universiti Teknologi Mara. Most of 
the data were based on students’ activities during online 
learning sessions in a course. Table I depicts the inputs as 
classification features for this work. 

 
TABLE  I 

FEATURES USED IN THE RESEARCH 
No. Features 
1. Accessing course materials Before class (Before Notes) 
2. In class (In Notes) 
3. During other class (Other 

Notes) 
4. After class (After Notes) 
5. Note length 
6. Accessing exercises 

materials 
Before class (Before Exercise) 

7. In class (In Exercise) 
8. During other class (Other 

Exercise) 
9. After class (After Exercise) 
10. Tutorials Sections Correct 3 and above (C3AA) 
11. Answered all questions (AAQ) 
12. Wrong before correct (WBC) 
13. Test 1 (output variable) 

 
 

The features for classification of the data is examined based 
on the students’ online activities during their online classes. As 
exhibited in Table I, accessing course materials, accessing 
exercises materials and tutorials sections are considered as the 
behaviour and learning outcomes of the students. Both courses 
and exercises features dataset are the recorded of the students’ 
behaviour of accessing the materials. In addition, these 

behaviours are divided into four groups; before class, in class, 
during other class and after class. These groupings are to isolate 
whether the students accessed or revised the materials prior in 
class, during other class or after the class. For note length, 
students’ notes were recorded in the learning website. Also, 
there are three categories for tutorial sections: ‘correct 3 and 
above’, ‘answer all questions’ and ‘wrong before correct’. 
These categories are to demonstrate the course's understanding 
and learning outcomes of the students’ when the assignments 
are assign by the tutor. The output variable for this research in 
‘test 1’. 

C. Feature Selection Process 
Feature selection is performed to identify the significant 

features that affect the students’ performance. Four feature 
selection methods are chosen, and each has its feature selection 
category. The first two methods used are Analysis of Variance 
test (ANOVA) and Chi-squared test. Both methods are filter 
method categories [85]. The second method is Recursive 
Feature Elimination (RFE) which belongs to the wrapper 
method category. Then, the third method is an embedded 
method category, Tree-based feature selection using Extra Tree 
algorithm. Fig. 1 depicts the overall flowchart for the pre-
processing stage for this work. 

Some methods can be set during the feature selection process 
to attain a specific amount of features such as ANOVA and Chi-
squared test. The features chosen by the methods will be 
arranged in descending order so that the features will be easily 
recognised through their contribution in affecting the students’ 
performance. For ANOVA and Chi-squared methods, the 
features are analysed through F-value and Chi-squared value 
respectively [85]. The higher the F-value and Chi-squared 
value, the higher the significance of the features towards 
students’ performance. For RFE method, the method will rank 
the features according to the significance of the features [86]. 
Extra Tree algorithm evaluates the features by the features 
importance. Feature importance provides a score for each data 
feature between zero and one. The feature will become 
significant and relevant towards the output variable when the 
score is higher [91].  

The result of the pre-processing stage will be displayed 
through a few figures and graphs in results section of this paper 

D. Theoretical Background 

1) Analysis of Variance (ANOVA) 
ANOVA test is used to compare the ‘multiple means’ values 

of the dataset and visualise whether there is any significant 
difference between the mean values of multiple groups 
(classes). The statistic for ANOVA is called the F-statistic, 
which can be calculated using the following steps: 

a) The variation between the group is calculated as: 
Between sum of squares  

(BSS) = n1(. X1  −  X )2  +  n2(X2   −  X )2 +· · ·    (1) 
 

Between mean squares  
 (BMS) = BSS / d f                 (2) 
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b) The variation within the groups is calculated as: 
Within sum of squares  

(WSS) = (n1  −  1 )σ12  +  (n2  −  1 )σ22 +· · ·     (3) 
 

Within mean squares  
(WMS) = WSS / d fω              (4) 

 
where d f = degree of freedom, d 𝑓𝑓𝜔𝜔= (N − k), σ = standard 
deviation N = Number of samples, k = Number of groups, and 
𝑛𝑛𝑘𝑘= no. of samples in group k. 

c) F-test statistic is calculated as: 
F = BMS / WMS          (5) 

 
The input to the algorithm is a matrix of the form N x M, where 
N is the total number of feature sets and M is the number of 
samples in the dataset. 

2) Chi-squared Test 
Pearson’s chi-square test of independence is a statistical 

method used to identify the degree of association between 
variables [24]. This technique is applied to analyse the 
dependency of all attributes (factors) on the outcome attribute. 
So chi-square method proves helpful here. For a contingency 
table with ‘r’ rows and ‘c’ columns, the formula for finding the 
chi-square is given in equation (6). 

 
𝑥𝑥2 =  Σ(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒)2

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
       (6) 

 
The predetermined level of significance is taken as 5% and 

P-values are identified using the chi-square values for each 
attribute. 

According to [27], Chi-square is used for assessing two kinds 
of comparing: tests of independence and tests of goodness of 
fit. In feature selection, the test of independence is assessed by 
chi-square and estimate whether the class label is independent 
of a feature. Chi-square score with C class and r values is 
defined as 

x2 =  − ∑i=1
r ∑ (nij−μij)

μij
c
j=1       (7) 

 
nij  is the amount of samples value with the 𝑖𝑖𝑡𝑡ℎ  value of the 
feature 

𝜇𝜇𝑖𝑖𝑖𝑖 =  
(𝑛𝑛∗𝑗𝑗𝑛𝑛𝑖𝑖∗)

𝑛𝑛
         (8) 

 
𝑛𝑛𝑖𝑖∗ is the amount of samples with the 𝑖𝑖𝑡𝑡ℎ the feature value. 
𝑛𝑛∗𝑗𝑗 is the amount of samples in class j. 
𝑛𝑛 is the number for samples. 

3) Recursive feature Elimination (RFE) 
RFE method in this research used linear-based kernel of 

Support Vector Machine as a supervised learning estimator 
with a fit method that uses coefficients of the weight vector, 𝑤𝑤 
to compute the feature ranking score [92]. Any feature, ith with 
the smallest ranking score 𝑐𝑐𝑖𝑖 = (𝑤𝑤𝑖𝑖)2  is eliminated, where 
𝑤𝑤𝑖𝑖represents the corresponding component in the weight vector 
𝑤𝑤. 

The reason of using (𝑤𝑤𝑖𝑖)2 as the ranking criterion is from the 
sensitivity analysis of the objective function 𝐽𝐽 = 1

 2
||𝑤𝑤||2 with 

respect to a variable [92]. A virtual scaling factor 𝑣𝑣  is 
introduced into the kernel function when computing the 
gradient and 𝑘𝑘(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗)  becomes 𝑘𝑘(𝑣𝑣. 𝑥𝑥𝑖𝑖 , 𝑣𝑣. 𝑥𝑥𝑗𝑗) . For a linear 
SVM with its kernel function, 𝑘𝑘(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗)= (𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗), using the fact 
𝑣𝑣𝑘𝑘 = 1, the sensitivity can be computed as 
 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑘𝑘

= 1
2
∑ ∑ 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝒴𝒴𝑖𝑖𝒴𝒴𝑗𝑗ℓ

𝑗𝑗=1
ℓ
𝑖𝑖=1

𝜕𝜕𝑘𝑘(𝑥𝑥𝑖𝑖𝑥𝑥𝑗𝑗)

𝜕𝜕𝜕𝜕𝑘𝑘
                 (9) 

 
= 1

2
∑ ∑ 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝒴𝒴𝑖𝑖𝒴𝒴𝑗𝑗ℓ

𝑗𝑗=1
ℓ
𝑖𝑖=1 (2𝑣𝑣𝑘𝑘𝑥𝑥𝑘𝑘2)       

    
= 𝑤𝑤𝑘𝑘2                  

4) Extra Tree Algorithm (ET) 
In this work, an Extra Trees algorithm also known as an 

extremely randomised trees algorithm feature selection. The 
working principle of ET algorithm is by building a cluster of 
trees iteratively on the dataset until each tree represents a sub-
dataset [33], [90]. The nodes in the trees represent features of 
the dataset, and the leaves represent the samples that belong to 
a specific class. The trees are generated by splitting the nodes, 
and the most related features to the target will be split first based 
on the information gain theory [33]. In this way, after the trees 
are generated, the nodes will be in order from the root to the 
leaves (exclude the leaf nodes) to acquire the feature sequence 
ordered by the significances to target [90]. After the features 
were ordered, feature importance is calculated by weighting the 
proportion of the samples that reaches a node in the whole data 
set with the purity of the node [90]. 

IV. RESULTS AND DISCUSSION 
Feature selection process is performed on the dataset. The 

variety of feature selection methods applied to the proposed 
dataset will test the data consistency when producing results. 
Thus, four methods are used in the feature selection process; 
ANOVA test, Chi-squared test, RFE and ET. 

1) ANOVA test 
ANOVA test evaluates each of the features by the value of F. 

The higher F-value shows that the feature affects the students’ 
performance significantly. The features chosen by the ANOVA 
test are clearly shown through the scatter plot in Fig. 2. The 
features chosen in descending order consisted of  ‘Answered all 
questions’, ‘Correct 3 and above’, ‘During-other-class notes’ 
and ‘Before-class exercises’.  

Feature selection method such as ANOVA has a specific 
goal: to compare the means of the response variables for various 
combinations of the classification variables [22]. In [93], 
ANOVA are used to determine the mean difference problems 
by using between and within group variance differences. This 
method's execution results in the F-value of each feature in the 
proposed dataset. The higher the F-value, the higher the 
difference between the groups on the independent variable [83]. 
When there is significant differences between the groups, it 
implies that the variable is different from others and not 
identical which infers the variables are pertinent in a research. 
Referring to Fig. 2, there are four features chosen by ANOVA 
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for higher F-value namely;  ‘Answered All Questions’, ‘Correct 
3 and Above’, ‘During-other-class Exercise’ and ‘Before-class 
Exercises’. Thus, these indicate that the findings are significant 
in contributing to the students’ performance. 

 
Fig.  2. The Bar Plot of Chi-squared Test 

2) Chi-squared test 
As mentioned previously, Chi-squared test evaluates each of 

the features by the value of chi-squared. The higher the chi-
squared value, the higher the contribution to the students’ 
performance. The differences in the features chosen by the Chi-
squared test are presented in the bar plot in Fig. 3. As shown in 
Fig. 3, the features in descending order consisted of  ‘After-
class notes’, ‘During-other-class notes’, ’In-class notes’ and 
‘Before-class notes’. The test selected ‘After-class notes’ as the 
most significant feature as it has the highest chi-squared value.  

Chi-squared Test also analyse the dependency of all features 
on the outcome feature [83]. This proposed dataset is suitable 
for this method as the features in the dataset will be evaluated 
to investigate the correlation and the contribution of the features 
towards the outcome feature, ‘Test 1’. The larger the chi-
squared value, the higher the probability for a significant 
difference in the feature. As depicted in Fig. 3, the findings infer 
that the highest value of chi-squared implies highly influential 
factor. Thus, ‘After-class Notes’ is the most significant feature 
that affect the students’ performance compared to other 
features. 

 

 
Fig.  3. The Bar Plot of Chi-squared Test 

3) Recursive feature elimination (RFE) 
RFE is the method that evaluates each of the features by 

ranks. After applying the method, each variable is ranked using 
numeric numbers. The best feature will be shown as number 
‘1’. Then, other variables will be ranked in ascending order. The 

increase in the number shows that the features are ineffective in 
affecting students’ performance. Table II below shows the 
variables with their ranks. The top four variables are ‘Correct 3 
and above’, ’Answered all questions’ ‘Before-class exercise’, 
and ‘Wrong before correct’.  

For RFE method, looping process is involved. Each iteration 
evaluated the feature importance of the proposed dataset. The 
recursion is required because for some measures the relative 
importance of each feature can change substantially when 
evaluated over a different subset of features during the stepwise 
elimination process (in particular for highly correlated features) 
[86]. As shown in the Table II, the features of the proposed 
dataset that are chosen, have ranked according to the highest 
feature importance using the variable ranking techniques of the 
RFE method. The other features of the proposed dataset are 
ranked lower as the features with less significance are 
eradicated [29]. 

TABLE I 
THE RANKING OF EACH VARIABLE 

No. Features Ranks 
1. Accessing course 

materials 
Before class (Before Notes) 6 

2. In class (In Notes) 11 
3. During other class (Other 

Notes) 
8 

4. After class (After Notes) 10 
5. Note length 12 
6. Accessing exercises 

materials 
Before class (Before 
Exercise) 

3 

7. In class (In Exercise) 7 
8. During other class (Other 

Exercise) 
5 

9. After class (After Exercise) 9 
10. Tutorials Sections Correct 3 and above 

(C3AA) 
1 

11. Answered all questions 
(AAQ) 

2 

12. Wrong before correct 
(WBC) 

4 

 
4) Extra Tree algorithm (ET) 

ET evaluates each of the features by its feature importance. 
The feature strongly affects the students’ performance when the 
feature importance is high. The features is elected in descending 
order consisted of  ‘In-class notes’, ‘During-other-class notes’, 
‘After-class notes’, and ‘After-class exercises’. The differences 
in the ET’s features are presented in line plot as depicted in Fig. 
4. The algorithm chose ‘In-class notes’ as the most significant 
feature. 

The fourth feature selection that are used in this research is 
tree-based feature selection. During the construction of the 
forest by extra trees, for each feature, the normalized total 
reduction of the Gini coefficient used to split feature decisions 
is calculated, which is called the importance of the Gini factor 
[33]. The Gini is expressed according to the feature importance 
through line graph and then the top four features are selected as 
shown in Fig. 4. 
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Fig.  4. The Bar Plot of ET 
 

The top four features are taken from each method and listed 
in Table III. From the observation of the result, all feature 
selection methods have different features that influence the 
students’ performance as shown in Table III. The first features 
of each method which have high contribution towards students’ 
performance are varied from each other. For ANOVA test, 
‘Answered all questions’ feature is consider the most 
significant feature that affects students’ performance. For Chi-
squared test, ‘After class notes’ feature affects student 
performance the most as the feature has the highest Chi-squared 
value. For RFE, ‘Correct 3 and above’ feature is ranking first to 
indicate the feature is the most effective feature to influence the 
students’ performance. For Extra Trees algorithm, the most 
important feature to affect students’ performance is ‘In-class 
notes’. By assessing the findings, there are two methods that 
shared similar influential feature, ‘During-other-class Notes’ 
for which are Chi-squared Test and Extra Trees algorithm.  

 
TABLE III 

THE RANKING OF EACH VARIABLE 
Methods Features Chosen (Descending order) 
Analysis of Variance 
(ANOVA) 

Answered all questions, Correct 3 and above, 
During-other-class notes, Before-class 
exercises 
 

Chi-squared Test After-class notes, During-other-class notes, 
In-class notes, Before-class notes 
 

Recursive Feature 
Elimination (RFE) 

Correct 3 and above, Answered all questions, 
Before-class exercises, Wrong before correct 
 

Extra Trees algorithm 
(ET) 

In-class notes, During-other-class notes, 
After-class notes, After-class exercises 
 

V.  CONLUSION 
In this paper, a dataset consisted of academic and 

psychometric feature is proposed. The dataset was based on 
online learning activities that are collected from a website that 
performs online learning for computer course. After collecting 
the data, the raw dataset performed data pre-processing to 
enhance its quality. A few feature selection techniques are 
applied to the dataset during the pre-processing stage consisted 
of ANOVA test, Chi-squared Test, RFE and Extra Trees 
algorithm. The application of the techniques to the dataset 
results in different chosen features for each method.  

Based on Table III, the first chosen features for each method 
consisted of ‘Answered all questions’, ’After-class notes’, 
‘Correct 3 and above’ and ‘In-class notes’, were considered as 
the most significant features to be used in evaluating students’ 
performance. According to the results, academic and 
psychometric factors play an important role in affecting the 
students’ performance. The feature selection results showed 
that some academic features such as ‘Answered all questions’ 
and ‘Correct 3 and above’ significantly impact the students’ 
performance academically. Other psychometric features such as 
‘In-class exercises’ and ‘After-class exercises’ also impact the 
effectiveness of students’ performance by the behaviour of 
students in doing the exercises at different environmental 
condition. This showed that academic and psychometric factors 
can significantly influence the student's performance. Thus, the 
dataset can be used for further research, especially on 
implementing classification approaches on the students’ 
performance. 

Thus, future research by using the proposed dataset which 
involves the use of academic and psychometric features and 
these feature selection techniques are recommended to be used 
in the future research. 
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