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Abstract—Recognising student’s performances are one of the 
factors that contribute to the Educational Data Mining (EDM) 
which make it important in determining the students-related 
factors that affect their performance. Thus, a review on the 
student performance classification based on its data, features and 
classifiers has been made. The purpose of the study is to review on 
classification of student performance, data and features that are 
used in analysing student performance and also the classifiers that 
are used in classifying the performances of the student.  By 
reviewing these factors, the insight of the data and features used 
during classification of student performance can be obtained. 
There are also many different types of classifiers that were used in 
student performance classification. A few classifiers had been 
reviewed to gain understanding in their performance towards the 
data classification of students’ performance.   
 

Index Terms—Student performance classification, data, 
features, classifiers. 

  

I. INTRODUCTION 

HERE had been a growing interest in student performance 
classification in the past few years [1]–[15]. Classification 

is a set of approaches that learn from data samples to create a 
model that can infer a special attribute called the class label 
given other explanatory variables called predictor variables 
[11]. The model is also known as classifier [11]. Commonly, a 
few classifiers such as Naïve Bayesian [3], [4], [9]–[11], 
Decision Tree [4]–[6], [9]–[11], Random Forest [3], Neural 
Network [4], [6], [10], [11], Support Vector Machine [7], [8], 
[11] etc were used on classifying the performance of students. 
The increase in the number of research in student performance 
classification causes the classification to become a technique 
that is sought-after by the educational institutes to use it as an 
analysis to study the future output when using the students’ 
previous and current data [9]. Thus, having a classification 

technique is important in researching the data of students’ 
performance.  

Prior to the students’ performance classification, collecting 
students’ performance data is essential in the data-gathering 
stage. The collected data from any educational settings such as 
Learning Management System (LMS), traditional classroom-
based learning sessions, etc., are used to understand the 
students’ academic performance and the process is also known 
as Educational Data Mining (EDM) [12]. The goal of EDM is 
to create techniques for analysing various data gathered from 
the education area [13]. It was stated in [10] and [14] that 
successful and effective decisions can be made by using this 
technique due its significance in decision making. 
Consequently, it will improve the performance of the students 
in education. 

 During the pre-processing stage, the features of the data are 
used to analyse the performance of the students. The use of 
features in each previous research is varied depending on the 
research’s needs as there is no specific criteria in evaluating 
students’ performance [4]. According to [15], the researchers 
normally used a few main features to evaluate the students’ 
performance consisted of academic features, demographical 
features, and psychometric features. However, there were 
previous research on students’ performance [2], [16] that 
produced different results despite having some similar features. 
A conclusion from research [4] stated that the study on 
students’ performance should be done in its educational 
environment so that the improvement can be made to the 
education system to check the students’ performance regularly. 
It is important for research to be carried out using its current 
environment or area so that the type of data and features used 
in the study can be improved further in investigating the 
students’ performance.  

In this paper, a review has been made on students’ 
performance classification done by previous researchers. 
Several perspectives were discussed on the students’ 
performance consisted of data and features that were used 
during the analysis and also the classifiers that were applied to 
classify the information on the topic. This research makes 
contributions to researchers and practitioners in students’ 
performance classification by presenting a clear review on the 
data, features and classifiers that were explored when analysing 
the topic.  

The rest of this paper is organised as follows. Section II 
presents on the data used in previous research. Section III 
elaborates the features used when analysing students’ 
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performance. Section IV will be on the classifier used when 
classifying the students’ performance. Finally, the conclusion 
on the paper is presented in section V. 

II. DATA 

Countless number of research had been done in studying the 
student performances. Every research has its own specific 
quantity of data and type of observation data that are used for 
data mining. A different amount of data used will have different 
effect on the performance of the classifiers during data 
classification. However, some classification algorithms can 
perform well when using large amount of data while some of 
them are better when using moderate or small amount of data 
[17]–[19]. Furthermore, the type of observation data used also 
need to be considered. Most of the research used similar 
observation data such as students. The combination of different 
type of observation data in research such as normal students and 
students with disabilities will affect the overall result of the 
study as there is clearly a bias on normal students to perform 
better than disabled students. Thus, it is important to have 
similar observation data in research to avoid the error stated.  

Table 1 shows a few research that studied the students’ 
performance. A few examples are listed in each column of the 
table. The table has five columns that consisted of reference, 
observation data, attribute name, attribute type and values. 

Normally, in a dataset, there are two variables used consist of 
independent and dependent variables. Independent variables are 
the input features of the research that are not influence by other 
variables such as age, gender and study hours [25]. On the other 
hand, dependent variable also known as responding variable is 
the result or outcome of a research when processing the 
independent variables. Thus, dependent variable will be greatly 
influenced by the changes in the independent variables.  

There are also some researchers that stated the type of feature 
that are used in their studies as in reference [2]. Even though 
the other researchers did not describe the type of features they 
used, the attributes can be determined by analysing and 
observing the features [2] [16]. There are two main type of 
features that are usually used by the researchers which are 
categorical and numeric variables. This can be further broken 
down into two classes each. For categorical, there are nominal 
and ordinal variable while for numeric variable, there are 
discrete and continuous variable. In reference [2], all features 
that were used in the study were nominal variable. Nominal 
variable is a variable with no ranking sequence. Ordinal is the 
vice versa of nominal an as example size of an object that can 
be categorised as small, medium, and large. Discrete variable is 
numeric variable with only integer number. Continuous 
variable is a numeric variable that is measured in continuous 
scale such as weight. In the end of this section, many attribute 
type will be discovered. 

Based on the Table 1, the quantity of observation data used 
by the previous research were different. All research except 
research [16] and [2] used the observation data in the range of 
200 to 500 students. The research, [16] and [2] exceeded the 
amount of observation data performed by the other studies and 
both used large quantity of data which are 10330 students. From 

the conducted research, there are no specific numbers or 
amount of observation data that will ensure the accuracy of the 
classification model. However, according to [26] dataset size 
will affect the performance of the classification model. It was 
also stated that having a large dataset produced accurate 
classification performance and the consequences of having 
small datasets was overfitting problem [26]. Hence, one of the 
factors that affect the classification model’s performance is the 
dataset which includes both independent and dependent 
variables. 

TABLE I 
PREVIOUS STUDIES ON STUDENTS’ PERFORMANCE 

Ref. Data Attribute Name Attribute 
Type 

Values 

[16] 10330 
Students 
with 14 
attributes 
 

Gender Nominal Male, Female 
Admission 
Score 

Numerical 0.00-35.98 

Current 
Semester 

Nominal 1-10 

[20] 500 
Students 
with 10 
attributes 

Parental Status Nominal Both, Mother 
only, Father 
only 

Father 
Occupation 

Nominal Cooley, Farmer, 
Weaver, 
Private, 
Government, 
Business, Not 
Applicable 

Mother 
Occupation 

Nominal House Wife, 
Cooley, Farmer, 
Weaver, 
Private, 
Government, 
Not Applicable 

[21] 200 
Students 
with 17 
attributes 
 

SSC Medium Nominal English, Native 
SSC Grade Nominal SSC Grade  

{Excellent, 
Good, Average, 
Poor}  

INTER Medium Nominal Medium of 
study, Other 
than English 
consider as 
Native. 
{English, 
Native} 

[2] 10067 
Students 
with 14 
attributes 
 
 

Age Nominal 29 distinct 
values 

Admission 
Exam Score 

Numerical 0.00-6.00 

Student Class Nominal Weak, Strong  

[22] 234 
Students 
with 13 
attributes  
 

Marital Status Nominal Married, Single 
Religion Nominal Muslim, 

Christian 
Nationality Nominal Nigerian, 

Foreigner 
[23] 480 

Students 
with 17 
attributes 

Section ID Nominal - 
Grade Level Nominal - 
Student Absent 
Days 

Nominal Above 7 days, 
Below 7 days 

[24] 239 
Students 
with 6 
attributes 

First Semester 
Grade 

Nominal A, B, C, D, E, F 

Class Test 
Score 

Nominal Poor , Average, 
Good 

Assignment 
Completed 

Nominal Yes, No 
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III. FEATURES 
Commonly, in students’ performance classification, many 

researchers had used Educational Data Mining to study and gain 
more information regarding the topic [2], [16], [20]–[24], [27]–
[32], etc. Studies on students' performance are still progressing 
until the present day as they are important to universities or any 
educational sector to cope with the growing development of the 
students throughout their studies. 

There are no specific criteria or features that can study 
students’ performance [4]. Each of the students has varieties of 
personalities and backgrounds with a different history that may 
influence the student's performance in the future. For that 
reason, many different possible features can be considered 
during the studies. These were also proven when previous 
research showed their features to be analysed to study the 
students’ performance. Suppose the accuracy of the 
classification model is high. In that case, the features used in 
the experiment can be referenced because of the great results of 
the features on the model.  

A. Demographical Features 
In addition, researchers also used demographical features to 

study the students' performance. Those demographical features 
consist of gender/sex, family size, age, marital status, religion, 
place of birth, father occupation, mother occupation, father 
qualification, mother qualification, parental status, parental 
income status, attendance, the profile of previous education, 
address (urban/rural areas), college or school type, type of 
transport use, nationality, scholarship, internet and etc. There 
were a lot of demographical features that were studied by the 
researcher to identify the impact of those features towards the 
students’ performance [1], [2], [7]–[9], [16], [17], [19]–[22], 
[28], [30], [33]–[38]. 

The most frequent demographical feature in previous 
research is gender [1]–[4], [8], [11], [12], [16]–[23], [25], [26], 
[28], [30], [33]–[37], [39]–[50]. However, no further 
investigation on the influence of gender on students’ 
performance is discussed by those research. Even so, finding in 
reference [20] can be taken as information for future research. 
In the experiment, the researcher conducted attribute selection 
to remove the irrelevant features, which caused only 10 
attributes to be selected, and none of them is gender attribute. 
This indicates that gender has no significant affect towards 
students’ performance. This findings is supported by [40].  
Despite that, researchers such as [16] and [2] found different 
discoveries on the gender attribute. These research stated that a 
few attributes had been removed during the data pre-processing 
phase and there was gender attribute in the final dataset. The 
attributes that were removed during the attribute selection were 
birth of place and place of living. There was also a study that 
stated that female students had a better academic performance 
in all courses compared to males [37]. Thus, these findings can 
be deducted that some researchers considered gender attribute 
as an important attribute and some of them consider that gender 
has lack contribution toward academic performance. There are 
35 from 89 research papers that used gender as feature. The 
finding of gender feature on the students’ performance is 

potentially for further investigation due to the fact that 
references' result are varied.  Also, the findings is lacking of 
significant conclusion on the gender discussion. 

Besides, age is also one of the features that study the 
students’ performance [1], [2], [4], [8], [11], [16], [18], [19], 
[22], [33], [37], [41], [44], [45], [50]–[52]. The influence of this 
feature towards students’ performance are not widely discussed 
in the present research. Nonetheless, there was a research in 
2020 [53] stating that the probability of student dropout from 
universities was higher in the older ages compared to the young 
ones. This is supported by another research [54]. Although it is 
not directly mentioning the effect on the students’ performance, 
the decrease in the academic might be the reason for the student 
dropout. Another research [41] defined that age was related to 
cognitive development and maturity and with increasing age, 
there will be developmental changes. However, findings in the 
research also stated that although the result showed there was a 
positive correlation between the feature and the academic 
performance, the feature did not significantly influence the 
students’ performance [41]. As a conclusion, there are 17 
research papers that used age feature to study the students’ 
performance. The growth in the cognitive development and 
maturity of students might be the reasons for researchers to use 
the feature for students’ performance research.  

Some researchers used parents’ occupation as one of the 
features [1], [4], [7], [8], [18]–[20], [22], [28], [36], [37], [42], 
[55], [56]. Finding in [28] showed that father’s occupation was 
categorized as one of the influence attributes in the research 
despite the features undergo feature selection process using 5 
different types of feature selection algorithms. This finding also 
was supported by [20] stating that the feature plays a major role 
in predicting students’ grade. The parents’ occupation affects 
the students’ performance by providing financial support, 
motivation and basic necessities for the students’ education 
[55], [56]. In another research, the finding showed the opposite 
result where fathers’ occupation had no correlation with 
academic achievements [42]. Despite that, 13 papers claimed 
that parents' occupation directly impacted the student's 
performance due to financial support, motivation and basic 
necessities that are provided to them. 

Other than that, there is also an influence of marital status 
towards students’ performance, as stated in [18], [22], [28], 
[37], [43], [44]. Remarkably, the CGPA of married students 
were considerably higher than single students.  The statement 
is supported by research [43] stating that married students 
tended to have mature personalities and higher responsibilities 
than single students. In addition, married students' social 
relationships and time management were also proven to be 
more manageable than unmarried as they had their own goals 
to pursue. Another researcher stated that the focus and 
seriousness of married students towards their studies are more 
significant because the marriage responsibilities and the skill of 
managing their time are outstanding as they needed to play a 
few characters of being a spouse, a parent and a student [43]. 
However, this is not supported by research [44] as the findings 
found that there was no significant difference between marital 
status and students’ performance. The positive changes in 
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married students such as their responsibilities, time 
management, maturity, focus, and seriousness influence their 
performance in their studies.  

B. Psychometric Features 
Students’ performance is also affected by psychometric 

factors. These factors are generally towards the students’ 
behaviour and mental development during their studies [15], 
[18], [21], [41], [57].  

A student's interest in studying the courses was one of the 
factors mentioned by reference [1], [3], [4], [17], [18], [35], 
[37]–[39], [49], [50], [58]. The interest caused the students to 
develop their study strategies, high efforts and self-esteem [58]. 
Another research [4], [38] stated that interest, engagement time, 
belief and family support could increase the students’ 
performances. There are 12 research papers that use students’ 
interest as one of the features to study their performance. This 
shows that the students’ interest in their studies can affect their 
performance. 

Additionally, attendance of students during classes also can 
define the students’ determination towards their studies. A few 
research use the attendance attribute to become one of the factor 
to affect the students’ performance [1], [3], [4], [9], [10], [12], 
[17], [19], [21], [23], [24], [28], [33]–[35], [39], [45]–[48], [50], 
[59]–[63]. Research [45] stated that the correlation between 
students' attendance in classes and exam success was significant 
and positive. Attendance is also said to be a motivator for 
students as it is related to learning outcomes. According to [47], 
attendance attributes have a big impact on all components of 
students’ performance. A higher rate of attendance is reflected 
in higher grades in-class activities and tests. Another impact of 
having a student who was continuously present in the classroom 
or course will develop a better understanding of the courses 
[64]. Thus, this feature can be used to study the students’ 
performance as the attendance will improve their understanding 
of the subject.  

C. Academic Features 
Graduate Point Average (GPA) is the most frequent 

academic feature used by many researchers when studying the 
students’ performance [1], [7], [18], [30], [33], [37], [40], [44], 
[48], [50], [52], [61], [65]–[69] GPA is the main indicator of 
students’ performance, and it is usually measured on a scale 
with a specific range depends on the academic institution [37]. 
The researchers used this feature due to the tangible value that 
the feature has for future educational and career mobility [15]. 
It can also be seen as a measure of achievement in academic 
potential [15]. A study in [48] also used it as a benchmark to 
indicate whether the student can graduate on time without 
having an extended semester. Students' GPA is generally 
utilised as a predictor or dependent variable, with GPA assigned 
as an output or result [48]. The value of the GPA feature usually 
applies using numerical numbers. Some studies [67]–[69] used 
a range of numbers to represent the GPA ranking as a 
categorical variable. For example, 3.50 to 4.00 is the highest 
category, 3.00 to 3.50 is the middle category, etc. Nevertheless, 
this feature can only conclude the students' performance in their 

studies but not the characteristics or factors that influence the 
changes in the performance. 

Apart from this, academic attributes such as lab work, 
assignments, quizzes, materials, etc. were also used by the 
researcher to study the students’ performance [1], [3], [4], [9], 
[10], [17], [18], [21], [24], [26], [29], [30], [34], [48]–[50], [57], 
[61], [62], [64], [65], [70]–[73]. These attributes are considered 
internal assessment [49]. External assessment is marks 
achieved by the students in the final examination. A study stated 
that internal assessment and study behaviour could influence 
the students' performance [57]. This study is further proven by 
[63] when the students tended to be successful when they 
thoroughly studied the material and did homework given by the 
teacher. This implies that by giving assessments to the students, 
there will be positive effects on the students’ performance and 
thus, this feature is suitable for students’ performance research. 

Despite all the features above, different data mining methods 
have different results in determining which features affect the 
students' performance. It was proven from a study [15] when a 
few classifiers were used to predict students’ performance. 
Each method showed different attributes that influence the 
student performance, although the dataset used was identical. 
Hence, every data mining algorithm has its speciality, 
advantages and drawbacks when dealing with the data. Thus, 
these methods will be discussed thoroughly in the next section 
of this review. 

IV. CLASSIFIERS 
The literature on data mining has highlighted several 

techniques to obtain information regarding what they want to 
find out or investigate. Data Mining is defined as analysing data 
processes from different angles and summarising outcomes into 
useful information [31]. The term data mining is also described 
as determining the development of patterns in massive numbers 
of information, providing a huge amount of techniques and 
tools for analysing the data in various fields [2]. Educational 
Data Mining (EDM) is a term for data mining used in the 
educational sector; and are mostly related to education such as 
students’ performance, behaviour and more. Data classification 
is an important data mining technique used in creating models 
that describe important data classes [31]. There are few 
classification algorithms depicted in Table 2, which the 
researchers in Educational Data Mining usually use.  The 
classification algorithms are Decision Tree, Bayesian 
Classifier, K-Nearest Neighbor (KNN), Rule Learners, 
Random Forest, K-means, Artificial Neural Network (ANN) 
and Support Vector Machine (SVM). 

A. Decision Tree 
Decision Tree is like a flow-chart tree structure with its 

internal node is represented by rectangles and ovals represents 
the leaf nodes [32]. All internal nodes comprise two or more 
children nodes, and the internal nodes split to test the value of 
an expression of the attributes [22]. According to D. 
Kabakchieva, Decision Tree is defined as a classifier that 
generates models in tree-like structure form, starting from root 
attributes and ending with leaf nodes, describing the 



Zaki et. al.: Student Performance Classification: Data, Features and Classifiers 

 

73 
 

relationship among attributes and the relative importance of 
attributes [16] [2]. 

TABLE II  
EDM CLASSIFICATION ALGORITHM 

Classification 
Algorithm 

Techniques References 

Decision Tree flow-chart tree 
structure 

[2], [3], [12], [14]–[16], 
[19]–[24],[4], [28], [30]–
[32], [35], [48], [52], [60], 
[68], [69], [5], [70], [73]–
[76], [6]–[11] 

Bayesian Classifier statistical type 
classifier 

[3], [4], [20], [21], [23],  
[28], [30], [35], [36], [48], 
[69], [70], [8], [73]–[75], 
[77], [78], [9]–[11],[14]–
[16], [19] 

K-Nearest Neighbor 
(KNN) 

a non-parametric 
classifying 
method instances 

[2], [4], [60], [73], [74], [7], 
[9], [11], [12], [15], [16], 
[29], [35] 

Rule Learners two rule learner 
classifier :  

OneR  
JRip algorithm 

[2], [4], [8], [9], [16], [69] 

Random Forest multiple Decision 
Trees 

[3], [12], [21], [28], [33], 
[35], [69], [70], [73], [77] 

Artificial Neural 
Network (ANN) 

Multi-Layer 
Perception 

[2], [4], [48], [52], [66], 
[70], [74], [75], [79], [10], 
[11], [14], [15], [20], [30], 
[35], [39] 

Support Vector 
Machine (SVM) 

supervised 
learning algorithm 

[7], [11], [39], [48], [60], 
[66], [69], [70], [74], [76], 
[78], [79], [12], [80], [81], 
[14], [15], [19], [20], [33], 
[35], [38] 

 
Each branch represents a decision (rule) while each leaf node 

(terminal node) corresponds to a class label (categorical or 
continuous value) [23]. There are three basic splitting criteria to 
select an attribute as a splitting point: information gain, gain 
ratio and gain index [27]. Two algorithms are commonly used 
in research which are the ID3 and J48 algorithms (the successor 
of the ID3 algorithm). This classifier usually is used for 
classification and prediction [24]. There are a few advantages 
of using Decision Tree classifier. The simplicity and 
comprehensibility of this classifier in uncovering and predicting 
the large or small data structure make the researchers readily 
understand and interpret them easily different from using 
Neural Network [24]. Despite the advantages that Decision 
Tree has, there are also some drawbacks in using this classifier. 
Research conducted in reference [82] stated that the learning of 
decision tree algorithms might cause the inability for the 
globally optimal decision tree to return [82]. According to [27], 
the time for building a tree may be higher than other classifiers, 
although the Decision Tree classifies quickly. Another major 
disadvantage is that as the number of classes increases, the 
classifier will suffer from a severe problem of errors 
propagating throughout a tree.  

Decision Tree classifier is often used by many researchers 
because of its simplicity. In this review, the classifier has the 
highest number of research papers on students' performance 
compared to other classifiers: 35 research papers [2]–[12], 
[14]–[16], [19]–[24], [28], [30]–[32], [35], [48], [52], [60], 
[68]–[70], [73]–[76]. Although Decision Tree is widely used by 

researchers, the performance of the classifier is not assured. 
According to [74], the use of this classifier had a 98.86% 
maximum accuracy and 56.25% minimum accuracy. The result 
of the classifier’s accuracy is quite the same as Bayesian 
classifier but with slightly higher minimum accuracy. This 
shows that Decision Tree can produce variety of accuracy 
outcomes. There were a few research that had below 70% 
accuracy [20], [23], [32], [35], [69], [73]. However, research 
such as [10], [15], [22], [52] showed good results with above 
90% accuracy. Another finding of using Decision Tree 
classifier was when the dataset size is below 200, the classifier 
tended to perform better [19]. This was supported by [21] that 
showed increasing accuracy when the dataset increased to 200. 
It also showed decreasing accuracy when the dataset size was 
larger than 200 [19]. Decision Tree classifier also performed 
well when feature selection was applied to the dataset [8] [11]. 
The simplicity of the Decision Tree classifier will always be an 
attraction to the researchers to be used in their research but there 
is no certain that the simplicity of the classifier will produce 
good outcomes. 

B. Bayesian Classifier 
A considerable amount of literature has been published on 

the Bayesian Classifier. Bayesian classifier is a statistical type 
classifier that uses probabilities to predict class membership. 
There are two types of algorithms, which consist of Naïve 
Bayes and Bayes Networks. Naïve Bayes algorithm implies the 
result that the feature plays on a specific class is unaffected by 
the values of other features [16], [21]. It also categorises the 
instances based on the independent impact of each feature on 
classification. Bayes Networks are graphical models that are 
capable of describing joint conditional probability distributions 
[16]. During application, dependencies often exist among 
attributes that differ from the assumption made by Naïve Bayes 
so the existence of the Bayes Network is a counter problem for 
that situation [16]. This algorithm has high accuracy when 
handling large databases and delivers computational time-less 
than better speed [28]. Bayesian Classifier possesses simplicity, 
effective computation, and outstanding performance [16], [77]. 
This classifier can also train and evaluate faster and gives high 
accuracy in many domains [16]. In addition, it requires low 
processing memory and is also computationally inexpensive 
[77], [83]. The disadvantages of having this type of classifier 
were the strong assumptions on the feature independence and 
low performance in large datasets [84]. 

For Bayesian Classifier, many literatures highlighted the 
advantages of having low memory and processing power 
requirements, simplicity, and the ability to train and evaluate 
faster, making the researchers easy to implement. There are a 
few researchers that used Bayesian classifier in studying the 
students’ performance classification [3], [4], [8]–[11], [14]–
[16], [19]–[21], [23], [28], [30], [35], [36], [48], [69], [70], 
[73]–[75], [77], [78]. According to [74], Bayesian classifier had 
a maximum and minimum accuracy of 91.57% and 50% 
respectively. The large gap between the max and min accuracy 
indicates that the use of the classifier has the possibility to 
produce different results when applied to any research. In this 
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review, 25 research papers were found using Bayesian 
classifier. There were only 3 research that gave promising 
results with above 90% classification accuracy when using the 
classifier: research [10], [69], [73] with 91%, 92%, 92.3% 
accuracy respectively. Results in previous research such as [3], 
[8], [30], [9], [14]–[16], [20], [21], [23], [28] showed accuracy 
below 76%. Another finding stated the use of Bayesian 
classifier was slightly improved when feature selection was 
applied in the research [8], [11]. Other than that, the classifier 
showed increasing accuracy when the dataset size was about 
200 to 300. If the dataset size is below 200, the performance of 
Bayesian declined as shown in research [19] and [21]. Bayesian 
classifier is widely used among the researchers. However, the 
application of classifier on students’ performance research is 
not desirable due to low classification accuracy. Future research 
are recommended to apply feature selection during pre-
processing stage and the research’ dataset size needs to be larger 
than 200 when using Bayesian classifier because these 
recommendation will improve the performance of the classifier. 

C. K-Nearest Neighbour 
K-Nearest Neighbour (KNN) is one of the classifiers used by 

the researcher. KNN is a non-parametric classification method 
that measures the distance between the classified instance and 
the closest training examples in the feature space [2], [16]. It is 
also defined KNN as a non-parametric method of classification. 
It is also called as instance-based or lazy learning algorithm 
because the data sample can be assigned a class label by most 
of the nearest neighbours [29]. This classifier aims to assign to 
an unseen point of the dominant class among its KNN within 
the training set [85]. The use of this classifier causes the 
research easy to understand and to implement classification 
technique [27], [83], [86]. KNN was also suitable for multi-
modal classes and applications with many class labels [27]. The 
downsides of having KNN as a classifier were its complexity 
and the users' difficulties in understanding and interpreting the 
model [2]. KNN can be severely degraded if noisy or irrelevant 
features and if the feature scales are inconsistent with the 
performance [16]. KNN performance is easily affected by 
single training sample due to its complexity of computing when 
the sample similarity is huge. 

This classifier does not generate the model of classification 
since it is a lazy learning method [82]. In terms of performance, 
KNN method depends on the number of dimensions. Having 
large data and high dimensional data will result in slower 
performance [84], [86]. According to [27] and [84], this 
classifier was considered to have high computation cost and 
computationally rigorous when handling increasing size of 
training sets. 

KNN is also known as non-parametric lazy algorithms as it 
does not require training to execute generalisation. The use of 
this method is easy to understand and implement for any 
research. However, the drawbacks of this method are its 
sensitivity towards noise and irrelevant features in research. 
According to [85] and [86], KNN was also sensitive to the curse 
of dimensionality and had slow performance when handling 
large volumes of data. By referring to [85], this method was 

efficient when using low dimensional feature vectors. Thus, any 
future research using this method needs to perform feature 
selection or reduction on its dataset to avoid the problem. There 
were several amounts of research using KNN as a classifier in 
predicting student performance. 

Some researchers used KNN as a classifier for their students’ 
performance research [2], [4], [7], [9], [11], [12], [15], [16], 
[29], [35], [74], [60], [73]. A survey conducted on students’ 
performance prediction from 2012 to 2016 found that only 2 
research papers used KNN from 16 papers [4]. One of the 
papers resulted in 100% classification accuracy. Another 
research [7] showed that KNN could achieve 92% accuracy 
when predicting students’ performance. Research such as [11] 
and [15] also achieved accuracy with above 80%. This findings 
were supported by research [74] where the researcher stated that 
KNN had a maximum accuracy of 83%. Despite that, the 
researcher also discovered that KNN also had 69% minimum 
accuracy when studying students’ performance. There were few 
findings in some research that approved the statement such as  
[2], [9], [12], [16], [35], [73]. Research [2] and [12] achieved 
slightly higher accuracy than 69%: 70.49% and 71%. Other 
than that, the result of using KNN classifier in students’ 
performance research are below 69% minimum accuracy [9], 
[16], [35], [73]. The use of the KNN classifier in students’ 
performance application is not suitable as the results from the 
previous research are not reassuring. The accuracy of KNN 
classifier depends on the value of 𝑘𝑘. This is supported by 
research [16] stating that 𝑘𝑘-value was slightly better when the 
value decreased. Thus, the application of KNN classifier can be 
improved if the 𝑘𝑘-value is thoroughly explored.  

D. Two Rule Leaner Classifier 
There are also two rule learner classifiers used by the 

researcher in Data Mining: One Rule classifier (OneR) and JRip 
algorithm. OneR uses a one level-Decision Tree expressed in 
the form of rules set that all test one particular attribute which 
is the minimum-classification error attribute for prediction [2]. 
It is simple, cheap and always produces good rules with great 
accuracy for describing the structure in data [16], [2]. Also, this 
algorithm's is employed for the baseline comparison between 
other classification models and as an indicator of the particular 
attributes' predictive power. The JRip algorithm implements the 
Repeated Instrumental Pruning to Produce Error Reduction 
(RIPPER) algorithm. This algorithm was used to examine the 
classes in increasing size and an initial set of rules is used for 
class generation by using the incremental reduced-error pruning 
[16]. 

The researcher rarely uses OneR and JRip algorithms. Most 
of the researchers utilised D. Kabakchieva technique to gain 
information on these algorithms. By referring to [16], it was 
found that JRip rule learner performs slightly better with 63% 
overall accuracy than the OneR classifier, 54%-55% while [17] 
stated that the OneR classifier has the least accurate compared 
to the other three classifiers. These findings demonstrated the 
student performance prediction which the technique was less 
likely recommended due to the fact that the findings produced 
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inaccurate classification performance as referred to the previous 
research.  

The used of Rule Learner classifier in student performance 
application are not widely discussed. Some research such as 
[2],[4],[8],[9],[16],[69] used this classifier for the application, 
and some of them also produced good results. According to [4], 
a literature survey was done on students’ performance 
prediction from 2012 to 2016. From 16 research papers, there 
were 9 papers that used Rule Learner as a classifier. The 
survey's finding also stated that this classifier's use had the 
lowest average classification accuracy of 75.85%. The finding 
was also supported by research such as [8] and [9], OneR 
achieved the highest classification accuracy with 76.73% and 
JRip scored the third highest overall classification accuracy 
with slightly above 70% respectively. The highest classification 
accuracy recorded from using rule learner classifier was 96.7% 
[4]. The use of Rule Learner classifier in students’ performance 
research is not suitable as the previous studies showed low 
classification accuracy results below 65% [2] [16]. However, it 
can be further re-examined and discussed by the researchers as 
there was a research that result in high classification accuracy 
when using the Rule Learner classifier [4]. 

E. Random Forest  
Random Forest is another well-known classifier the 

researchers adopted in their work. This classifier builds 
multiple Decision Trees for the given data and it predicts the 
class label by taking majority votes of the Decision Trees for 
the test sample [21]. According to [73], Random Forest is 
defined as a supervised ensemble machine learning approach 
that operates by constructing some Decision Trees and 
producing as its output is made of individual trees classes. 
When comparing to Decision Trees where each node is split 
using the best among attributes, each node of Random Forest is 
split using the best among a subset of predictors randomly 
chosen at the node [73]. Random Forest has its advantages 
when using it as a method for data classification. This classifier 
was said to be easy to interpret and understand and it was also 
non-parametric. Thus, the linearity of the input data set will not 
be a hindrance [77]. Another advantage of this classifier was 
the pruning of the trees will be unnecessary if the parameters 
are available and easily entered [77]. In addition, the 
classification model was fast and scalable and robust to 
irrelevant text present in a document [77]. The obvious 
drawback of having Random Forest as a classifier is that it is 
easily overfitting its class. However, this can be prevented by 
reducing the trees number in the classifier and decreasing the 
present vague links [77]. 

There were a few previous research performed using 
Random Forest classifier when studying students’ performance 
[3], [12], [21], [28], [33], [35], [69], [70], [73], [77]. Some of 
this research also produced good results in the classification 
accuracy when using the classifier [3],[12],[21],[28],[33]. 
According to [3], a research was conducted to make 
comparative study on marks prediction using different data 
mining techniques. A few classifiers were used in this study 
consisted of Decision Tree, Random Forest, Naïve Bayes, 

Naïve Bayes Multinomial, K-star and IBK. The resulted 
showed that Random Forest classifier managed to get the 
highest classification accuracy with 76.67%. Another research 
[12] also showed that Random Forest gave an optimum 
accuracy (90%) when predicting students’ performance using 
Learning Management System (LMS) data. The research such 
as [28] and [33] were also showed that Random Forest was 
capable of achieving above optimum accuracy with 99% and 
94.45% respectively. A finding from [21] stated that Random 
Forest could get good results with increasing dataset size. 
However, the used of this classifier was time-consuming 
compared to other classifiers in the study [21]. Previous 
research that used Random Forest classifier produced 
promising results when studying students’ performance. The 
only drawbacks of using this classifier is the time-consuming 
factor as stated in [21]. However, the time in the research was 
recorded in millisecond. Thus, the time-consuming factor is not 
a major problem in conducting research when the classifier is 
capable of delivering contribution due to the high accuracy 
results as shown in the previous studies. 

F. Artificial Neural Network 
Artificial Neural Network (ANN) is used to produce 

classification models in the mathematical model form, 
consisting of interconnected computational elements (neurons) 
and processing information using a connectionist approach to 
computation  [2]. ANN has an algorithm that is called as Multi-
Layer Perception. According to [87], Multi-Layer Perception is 
defined as a classifier in which the network's weights can be 
determined by solving a problem of quadratic programming 
with linear constraints. It is different from the traditional neural 
network training that solves a non-convex, unconstrained 
minimisation problem. It is generally used for learning from 
training batch instances by repetitively running the algorithm 
across the training set until a prediction vector is discovered that 
is correct over the whole training set. This prediction rule is then 
used for predicting the labels on the test set [87].  The advantage 
of having ANN as a classifier is that it can detect all possible 
interactions between predictors’ variables and run complete 
detection without having any uncertainty even in a complex 
non-linear relationship between dependent and independent 
variables [15]. The disadvantage that this classifier possessed is 
the sensitivity towards overtraining, especially such noisy and 
non-stationary data. These networks have difficulty interpreting 
the correlation between independent and dependent variables 
[85] [34]. 

ANN is said to have the ability to identify interactions 
between predictors’ variables which makes it suitable for 
analysing any prediction especially student performance. The 
complexity and difficulty in understanding and interpreting the 
method making it a non-user-friendly classifier.  

ANN is one of the classifiers that often used by many 
researchers. There are also many application of NN classifier in 
students’ performance research such as [2], [4], [10], [11], [14], 
[15], [20], [30], [35], [39], [48], [52], [66], [70], [74], [75], [79]. 
A survey [4] stated that NN had an average of 78.7% accuracy. 
A research [14] also achieved an accuracy of 79.22% when 
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predicting students’ performance. Despite that, the used of 
ANN classifier in some research showed that the classifier was 
capable of producing above 90% classification accuracy [10], 
[15], [39], [52], [74], [79]. A graphical representation from a 
review showed that ANN could achieve a maximum accuracy 
of 98% and a minimum accuracy of 62.5% [74]. The finding 
was also supported by another review [15] that discovered 2 
research paper from 2012 and 2013 that achieved accuracy of 
98% and 97% respectively. Other than that, ANN can also 
perform well when applying feature selection to the dataset. A 
research showed that the classifier's performance increased 
from 74% to 81% accuracy when feature selection was applied 
and the changes in the accuracy were large compared to other 
classifiers used in the study [11]. Thus, the promising results 
from previous research make ANN classifier suitable to be used 
in students’ performance classification. 

G. Support Vector Machine 
Another classifier for Data Mining is Support Vector 

Machine (SVM). SVM is a supervised learning algorithm that 
is used for classification, regression and outlier detection [35], 
[50], [60]. Vapnik in 1995 and his group AT&T Bell 
Laboratories proposed this classification and regression 
technique in [66], [88]–[91]. SVM classifier’s goal is to find a 
linear hyperplane or “thickest hyperplane” that is also known as 
decision boundary that separates the data in such a way that the 
margin is maximised [60], [66], [88], [75]. Choosing the 
boundary that maximises the margin will decrease the chances 
for misclassification of unknown items in the future [88], [90]. 
SVM is considered a good classifier because of its high 
generalisation performance without adding a priori knowledge 
even when the input space dimension is very high [89]. If the 
data are not linearly separable, the researcher can choose a few 
kernels function to adapt to the situation, consisting of kernel 
functions from an array of linear, radial basis, sigmoid second-
order multiple, polynomial and reverse second-order kernel 
[17]. The idea of SVM is to find the points of data known as 
support vectors, which define the widest linear margin between 
two classes. Two tricks can be performed to the non-linear class 
boundaries; first, mapping the data to a higher dimension, 
where there is linear boundary and second, allowing 
misclassification by defining a soft margin. A compromise of 
these two approaches will avoid overfitting and preserve good 
classification accuracy [18], [81], [92]. According to [81], if 
there are cases where the points are not linearly separable, SVM 
has a parameter, C, that computes the hyperplane that 
maximises the distances to support vectors for a given 
parameter setting. Other than that, the use of advanced kernel 
methods can transform a non-linear input space to a linear 
feature space, and it is suitable to be used when encounters 
problems that are not separated linearly. 

SVM is a well-known classifier to the researchers due to its 
adjustable hyperparameter that can adapt to every research’s 
situation. In this review, there are 22 research papers that used 
SVM as classification technique in students’ performance 
research [7], [11], [12], [14], [15], [19], [20], [33], [35], [38], 
[39], [48], [60], [66], [69], [70], [74], [76], [78]–[81]. A finding 

was declared by a systematic review [74] stating that SVM had 
minimum accuracy of 80%. From 22 research papers that have 
been reviewed, there are few papers with slightly above 80% 
accuracy [11], [12], [15], [33], [69]. And only 2 research 
showed accuracy below 80%: research [14] with 75.28% and 
research [35] with 75%. Research [74] also stated that using 
SVM classifier could achieve a maximum accuracy of 
98%.Thus, research such as [7], [39], [60], [70], [76], [78], [79] 
confirmed the declaration that the classifier can achieve above 
90% accuracy. Another finding stated that SVM accuracy 
increased with increasing dataset size [19]. The result was 
considered a good finding because the other classifier such as 
Decision Tree showed increasing accuracy in the first 100 
dataset size and it dropped after the dataset size increased for 
another 100 while another classifier in the study, Naïve Bayes 
showed vice versa graph [19]. Hence, the use of SVM classifier 
in students’ performance classification is recommended as it 
can achieve high accuracy and has acceptable minimum 
accuracy. It is also reliable when dealing with increasing dataset 
size during the research. 

It can be seen that all techniques have been applied in various 
area including student performance research. Every technique 
has its advantages and disadvantages when using them in any 
research. Most of the techniques have a specific tuning that 
needs to be adjusted to maximise their performance during 
classification. 

V. CONCLUSION 
In this article, a critical review of students’ performance 

classification was presented focusing on its data, features that 
influence the students’ performance and classifiers. An 
overview of the data properties based on its quantities, type of 
data used, as well as the features’ type and values and also the 
classifier properties, including the working principle, 
parameters, applications as well as comparison on the 
performance of the classifier with other classifiers were 
included. Different existing methods for the data classification 
of the students’ performance is tabulated. The studies presented 
were on the EDM which studied the classification of students’ 
performance, and it is aimed to observe the correlation between 
the data, the features and the classifiers that affect the students’ 
performance. 
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